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Abstract

Traditional studies of multi-source, multi-terminal interference channels typically allow a vanishing probability of error in communication. Motivated by the study of network coding, this thesis addresses the task of quantifying the loss in rate when insisting on zero error communication in the context of interference channels.

1 Introduction

In the distributed multi-source/multi-terminal network coding paradigm, independent sources wish to convey their information to a set of terminals over a given network $\mathcal{N}$ via a communication scheme in which internal nodes of the network may mix (i.e., encode) the information content of received packets before forwarding them (see e.g., [1, 22, 17, 15, 13] and references therein). In such a communication scheme each terminal eventually receives a certain function of the source information and is required to decode based on the information received. For example, in the multiple-unicast scenario, there are $k$ source/terminal pairs and terminal $i$ is required to decode information of source $i$.

One may abstractly model the end-to-end behavior of a given multiple-unicast communication scheme by a corresponding $k$-source/$k$-terminal interference channel $W : \mathcal{X}^k \rightarrow \mathcal{Y}^k$. Such a channel receives as input the encoded information of the $k$ independent sources $x = x_1, \ldots, x_k \in \mathcal{X}$ and returns as output a vector $\hat{x} = \hat{x}_1, \ldots, \hat{x}_k \in \mathcal{Y}$, where $\hat{x}_i$ is the information available at terminal node $i$. As an example, consider the famous butterfly network in Figure 1. The channel $W$, corresponding to the well known encoding scheme presented in the figure, sets $W(x_1, x_2) = (\hat{x}_1, \hat{x}_2)$ with $\hat{x}_1 = (x_2, x_1 + x_2)$ and $\hat{x}_2 = (x_1, x_1 + x_2)$.

As in the butterfly example, it is common in the network coding literature to assume that the corresponding channel $W$ is deterministic (i.e., it is completely determined by the source information) and that communication is successful if all terminals are able to decode the information they require no matter what source information was transmitted. We refer to the latter requirement as zero error communication.

The question whether zero error communication poses a restriction on the achievable rate has seen recent interest [5, 20] and has been found in [21, 7] to be closely related to additional intriguing questions in the context of network communication (such as the edge-removal problem [12, 16]). Relaxing the requirement of zero error communication with that of $\varepsilon > 0$ error (in which one allows communication to fail with probability $\varepsilon$ over the source messages) the following question remains open [5, 20].

**Question 1.1.** Let $\varepsilon > 0$ be a small constant. In the network coding paradigm, can one obtain a strictly higher rate of communication when allowing $\varepsilon$ error in communication as opposed to zero error?

To better understand the price in rate of the zero-error constraint in the context of network coding, in this thesis we study a relaxed version of Question 1.1. Specifically, we view communication via network coding as communication over deterministic interference channels and study the potential gap in rate when communicating with zero error over deterministic interference channels as opposed to $\varepsilon > 0$ error.

**Question 1.2.** Let $\varepsilon > 0$ be a small constant. Do there exist deterministic interference channels for which one can obtain a strictly higher rate of communication with $\varepsilon$ error as opposed to zero error?

---

1 We note that several statements below will be made informally. Formal definitions and statements will be made in Section 2.
Figure 1: The interference channel corresponding to the butterfly network takes input $x_1$ and $x_2$ and returns $(x_2, x_1 + x_2)$ to the right terminal (which requires $x_1$) and $(x_1, x_1 + x_2)$ to the left terminal (which requires $x_2$).

We note that a negative answer to Question 1.2 will imply a negative answer to Question 1.1. However, understanding Q.1.2 will not necessarily resolve Q.1.1. Namely, a positive answer to Q.1.2 will not necessarily imply any consequences on Q.1.1. The latter follows from two main reasons. Primarily, interference channels that result from network communication schemes must take into account the given topology of the network, while the channels that may answer Q.1.2 in the affirmative may not correspond to any given topology. Secondly, to resolve Q.1.1 one must take into account all possible network coding schemes corresponding to a given topology and collection of communication requirements (as the coding scheme that achieves $\varepsilon$ error may differ significantly from the best zero error scheme), whereas in Q.1.2 we fix the coding scheme (i.e., interference channel) under study.

1.1 Our contribution

The main focus of the thesis at hand is to better understand Question 1.2 posed above, and in light of its connections with Question 1.1, to gain a better understanding of the tradeoff between $\varepsilon > 0$ and zero error in network coding.

Our work focuses on the 2-source/2-terminal setting. We present and analyze a family of deterministic interference channels $\mathcal{W}$ which we believe can act as witnesses to an affirmative answer of Q.1.2. We do not resolve Q.1.2 in this thesis. Rather, we present what we believe to be evidence in the support of an affirmative answer to Q.1.2 with arbitrarily small values of $\varepsilon > 0$.

In Sections 2 and 3 we present our channel model in detail and define a refined version of Question 1.2 alongside preliminary results and previous work. In Sections 4 and 5 we define the family $\mathcal{W}$ discussed above and show some of its properties. In Section 6 we build upon our results from previous sections to present a positive answer to Q.1.2 assuming a finite communication block length $n$. In Section 7 we study what we view as a natural approach to refute Q.1.2, and show that it does not necessarily
succeed. In Section 8 we show how our questions and model can be extended to the
\(k\)-source/\(k\)-terminal setting where \(k > 2\). Finally we conclude in Section 9.

2 Model

In a multiple unicast communication network the objective is for \(k\) source nodes, \(s_1, s_2, \ldots, s_k\), to communicate their information to \(k\) corresponding terminal nodes, \(t_1, t_2, \ldots, t_k\) over a channel \(W\). In this thesis, we will focus on the case of two sources and two terminals (i.e., \(k = 2\)). A brief discussion regarding our model for larger values of \(k\) will appear in Section 8. One can model a deterministic multiple unicast communication network with block length \(n\) by the following components (note that the model presented here differs slightly in notation from that presented informally in the Introduction; namely, to simplify notation, encoded source information is denoted by the pair \((x, y)\) and not \((x_1, x_2)\). Our model is depicted in Figure 2.

Message space: For \(i = 1, 2\), source \(s_i\) holds a message from a set of size \(M_i\). Without loss of generality, the message space can be considered \([M_i] = \{1, \ldots, M_i\}\).

Encoding: For alphabet \([Q] = [2^q]\) and block length \(n\), each source \(s_i\) holds an encoding function \(E_i : [M_i] \rightarrow [Q]^n\). For binary alphabets \((q = 1)\), we will use \(\{0, 1\}\) instead of \([1, 2]\) = \([2]\). Here, and throughout, we denote the coded information corresponding to source \(s_1\) by \(x^{(n)} = (x_1, \ldots, x_n) \in [Q]^n\), and that corresponding to \(s_2\) by \(y^{(n)} = (y_1, \ldots, y_n) \in [Q]^n\).

Network \(W\): The network \(W : [Q]^2 \rightarrow [Q]^2\) is a deterministic function which takes as input elements from \([Q] \times [Q]\) and returns elements from the same alphabet. Namely, denoting \(W\) as \((W_1, W_2)\), terminal \(t_i\) will receive the evaluation of \(W_i : [Q] \times [Q] \rightarrow [Q]\) on input \((x, y) \in [Q] \times [Q]\).

Network \(W^n\): Applying the network \(W\) multiple times (over block length \(n\)) yields the network \(W^n : [Q]^n \times [Q]^n \rightarrow [Q]^n \times [Q]^n\) which is a deterministic function that takes as input two \(n\) vectors and returns two \(n\) vectors. Namely, denoting \(W^n\) as \((W_1^n, W_2^n)\), the evaluation of \(W_1^n : [Q]^n \times [Q]^n \rightarrow [Q]^n\) on input \((x^{(n)}, y^{(n)}) \in [Q]^n \times [Q]^n\), is a vector \(\hat{x}^{(n)} \in [Q]^n\) received at terminal \(t_1\), where \(\hat{x}_j^{(n)} = W_1(x_j^{(n)}, y_j^{(n)})\). Similarly, \(W_2^n(x^{(n)}, y^{(n)})\) is a vector \(\hat{y}^{(n)} \in [Q]^n\) received at terminal \(t_2\), where \(\hat{y}_j^{(n)} = W_2(x_j^{(n)}, y_j^{(n)})\).

Decoding: Each terminal \(t_i\) holds a decoding function \(D_i : [Q]^n \rightarrow [M_i]\).

Communication with block length \(n\) is successful for terminal \(t_i\) and source information \((m_1, m_2)\) if for \(i = 1, 2\), \(D_i(W_i^n(E_1(m_1), E_2(m_2))) = m_i\). We say that communication is successful with probability \(1 - \varepsilon\) if for source information \((m_1, m_2)\) chosen uniformly at random from \([M_1] \times [M_2]\) it holds with probability \(1 - \varepsilon\) that communication is successful for all terminals. Rate \((R_1, R_2)\) is achievable with probability \(1 - \varepsilon\) and block length \(n\) over network \(W\) if for \(M_i = 2^{R_i}\) there exist encoding and decoding functions such that communication is successful with probability \(1 - \varepsilon\).
Figure 2: Our model of a two user interference channel. Sources $s_1, s_2$ communicate messages $m_1, m_2$ to terminals $t_1, t_2$ over channel $W$.

The $\varepsilon$-error sum capacity of network $W$ and block length $n$ is defined to be

$$R_{W,n}^{(\varepsilon)} = \sup_{(R_1, R_2) \in \Gamma_{n,\varepsilon}} (R_1 + R_2),$$

where the supremum is taken over $\Gamma_{n,\varepsilon}$ which consists of all pairs $(R_1, R_2)$ that are achievable with probability $1 - \varepsilon$ and block length $n$ over $W$. The $\varepsilon$-error sum capacity of network $W$ is defined to be

$$R_{W}^{(\varepsilon)} = \sup_n R_{W,n}^{(\varepsilon)}$$

In particular, for $\varepsilon = 0$, we have $R_{W}^{(0)}$. The major question we study in this thesis is the relation between $R_{W}^{(0)}$ and $R_{W}^{(\varepsilon)}$.

Some remarks are in place. Our model implies independence in encoding (i.e., sources cannot communicate with each other) and independence in decoding (i.e., terminals cannot communicate with each other), which is a commonly used and realistic model. Also notice that $W$ can be defined probabilistically and not deterministically as above. We do not address probabilistic $W$ in this thesis, however one may prove that Question 1.2 has a positive answer in this context: for example, consider the channel $W$ which on input $(x, y) \in [Q] \times [Q]$ returns $(x, y)$ with probability $1 - \varepsilon$ and a random pair $(x', y')$ chosen uniformly from $[Q] \times [Q]$ with probability $\varepsilon$. In this case zero-error communication is not possible if we have more than one message per source, and thus $R_{W}^{(0)} = 0$. On the other hand, $\varepsilon$-error allows successful communication of any pair $(x, y) \in [Q] \times [Q]$ with probability $1 - \varepsilon$, and thus $R_{W}^{(\varepsilon)} \geq 2q$.

3 Preliminaries and previous work

Given a channel $W$, our main interest in this thesis is the relationship between $R_{W}^{(0)}$ and $R_{W}^{(\varepsilon)}$. In words, $R_{W}^{(0)}$ represents the achievable rate when communicating with no error at all, while $R_{W}^{(\varepsilon)}$ represents the rate when allowing a small $\varepsilon$ probability of error. There are
several examples in communication in which allowing an $\varepsilon$-error significantly increases the rate of communication when compared to zero-error [6]. One specific example is that of Slepian-Wolf [27]. Specifically, we explore the plausibility of the following open statement which claims a large gap between $R_W^{(\varepsilon)}$ and $R_W^{(0)}$. The statement below is a refined version of Question 1.2 presented in the Introduction.

**Statement 3.1.** Let $\varepsilon > 0$. There exists $\delta = \delta(\varepsilon) > 0$ that tends to 0 when $\varepsilon$ tends to 0 such that for every network $W$ it holds that

$$\frac{R_W^{(\varepsilon)}}{2} - \delta \leq R_W^{(0)}.$$ 

Moreover, for any $\varepsilon > 0$ and $\delta$ as above, there exists a network $W_\varepsilon$, such that:

$$R_W^{(0)} \leq \frac{R_W^{(\varepsilon)}}{2} + \delta.$$

In other words, for certain networks $W$, requiring zero-error in communication may reduce the sum capacity by a factor of 2 (or equivalently, allowing an $\varepsilon$ error may increase the sum capacity by a factor of 2), and this 2-factor is tight.

We note that it is simple to obtain the first part of Statement 3.1 via a time sharing scheme.

**Lemma 3.1.** For any $n, \varepsilon > 0$, and $\delta = -\frac{\log(1-\varepsilon)}{n}$, any channel $W$ satisfies

$$\frac{R_{W,n}^{(\varepsilon)}}{2} - \delta \leq R_{W,n}^{(0)}.$$ 

Here, $\delta > 0$ tends to 0 as $\varepsilon$ tends to 0 or $n$ to $\infty$.

**Proof.** Let $M_1, M_2$ be such that $M_i = 2^{R_i,n}$, and $R_{W,n}^{(\varepsilon)} = R_1 + R_2$. W.l.o.g. assume that $R_1 \geq R_2$. Let $E_1, E_2, D_1, D_2$ be the encoders and decoders realizing the summate $R_{W,n}^{(\varepsilon)}$. By averaging, there exists an $m^* \in M_2$ and a subset $S \subseteq M_1$ of size at least $(1-\varepsilon)|M_1|$, such that for every $m \in S$, $D_1[W_1^{(n)}(E_1(m),E_2(m^*))] = m$ and $D_2[W_2^{(n)}(E_1(m),E_2(m^*))] = m^*$. Otherwise, the overall probability of error would be above $\varepsilon$. Taking $M'_1 = S$ and $M'_2 = \{m^*\}$, we get a zero-error communication scheme over $W_n$ whose rate is $\frac{1}{n} (\log |M'_1| + \log |M'_2|) = R_1 + \frac{\log(1-\varepsilon)}{n}$. Since we assumed $R_1 \geq R_2$, we get

$$R_{W,n}^{(0)} \geq R_1 + \frac{\log(1-\varepsilon)}{n} \geq \frac{R_{W,n}^{(\varepsilon)}}{2} + \frac{\log(1-\varepsilon)}{n}.$$ 

$\square$
As a corollary of Lemma 3.1 we get the first part of Statement 3.1: Fix $\varepsilon$, and let

$$\delta^* = -\log(1 - \varepsilon).$$

Lemma 3.1 implies that for all $n$,

$$\sup_n \left( \frac{R_{W,n}^{(\varepsilon)}}{2} - \delta^* \right) \leq \sup_n R_{W,n}^{(0)}.$$

Since $\delta^*$ does not depend on $n$, we can take it out of the parenthesis and obtain the first part of Statement 3.1 (recalling the definition $\sup_n R_{W,n}^{(0)} = R_{W}^{(0)}$ and the same for $R_{W,n}^{(\varepsilon)}$).

### 3.1 Previous work

The literature on this subject is rather thin. In an excellent survey, Körner and Orlitsky [18] discuss the problem under study, and describe a special case of a 2-user network in which $|Q| = 2 = \{0,1\}$ and $W = (W_1, W_2)$ with

$$W_1(x,y) = \max(x,y), \quad W_2(x,y) = \min(x,y)$$

The problem addressed in [18] is to find $R_{W}^{(0)}$. It is not hard to verify that $R_{W}^{(1/4)} = 2$. The authors note that this problem has a combinatorial formulation, and that $R_{W}^{(0)}$ is conjectured (by [26] and [3]) to be equal to 1 (which matches Statement 3.1 for $R_{W}^{(1/4)} = 2$). However, the best upper bound that was proven is $R_{W}^{(0)} \leq 1.2118$ ([14]).

Note that achieving $R_{W}^{(0)} = 1$ is simple by using the network to transmit the information of one user only. E.g., for $n = 1$ define $E_1(0) = 0, E_1(1) = 1, E_2(0) = 0, E_2(1) = 0$ and $D_1(x,y) = x$. Essentially, using a time-sharing scheme, we can convey information to both users, one at a time, with $R_{W}^{(0)} = 1$. In terms of Statement 3.1, the above shows that:

**Theorem 3.1** ([14]). There exists a binary channel $W$, such that for $\varepsilon = 1/4$:

$$R_{W}^{(0)} \leq 0.6059 \cdot R_{W}^{(\varepsilon)}.$$

Our work addresses the potential gap between $R_{W}^{(0)}$ and $R_{W}^{(\varepsilon)}$ for arbitrary small values of $\varepsilon > 0$.

### 4 “Erasure/identity” channels

As we have seen, the first part of Statement 3.1 is true. In this thesis, we explore the second part of that statement. We conjecture that it is correct, and provide evidence that supports this conjecture. To this end, we analyze the gap between $R_{W}^{(\varepsilon)}$ and $R_{W}^{(0)}$ on a family of channels $W$ for which $W : |Q|^2 \to ([|Q|]^2 \cup \{ (\phi, \phi) \})$ is either the identity function (i.e., $W(x,y) = (x,y)$) or $W$ returns an “erasure value” (i.e., for a new symbol
φ ∉ [Q], W(x, y) = (φ, φ)). Notice that we change the model slightly by allowing our output alphabet to have an additional symbol. We refer to such channels as erasure/identity channels. More specifically, we consider a distribution over erasure/identity channels W, and study the properties of the resulting channels. Our distribution is very natural and is parametrized by ε.

**Definition 4.1.** Let \( W_{Q,\varepsilon} \) be the distribution over erasure/identity channels in which for every \((x, y) \in [Q]^2\) we fix \(W(x, y) = (\phi, \phi)\) independently with probability \(\varepsilon\) (otherwise \(W(x, y) = (x, y)\)).

Figure 3 presents two possible visualizations for an erasure/identity channel. The first form is a two-dimensional matrix, where a cell \((x, y) \in [Q]^2\) contains \(\phi\) iff \(W(x, y) = (\phi, \phi)\) and is empty otherwise (i.e., if \(W(x, y) = (x, y)\)). The second, more useful form, is given in the following definition.

**Definition 4.2.** Let \( W : [Q]^2 \to ([Q]^2 \cup \{(\phi, \phi)\}) \) be an erasure/identity channel. We say that a graph \( G = (V, E) \) represents channel \( W \) if \( G \) is a balanced bipartite graph where \( V = Q_L \cup Q_R \) and there exist two bijections \( f_L : [Q] \to Q_L, f_R : [Q] \to Q_R \) such that for any \( x, y \in [Q], (f_L(x), f_R(y)) \in E \) if and only if \( W(x, y) = (\phi, \phi)\).

**Remark 4.1.** Clearly for any channel \( W \in W_{Q,\varepsilon} \) we can construct a graph \( G \) that represents it. In addition, all graphs that represent \( W \) are identical up to an isomorphism, thus we can simply denote such a graph by \( G_W \).

This form of a bipartite graph allows us another useful definition.

**Definition 4.3.** Given a bipartite graph \( G = (U \cup V, E) \), a bipartite independent set (BPIS) is a pair \((A, B)\), \( A \subseteq U \) and \( B \subseteq V \), such that for any \((x, y) \in A \times B, (x, y) \notin E\). We define the size of the BPIS \((A, B)\) to be \(|A||B|\).

The relationship between the rate \( R_W^{(0)} \) of an erasure/identity channel \( W \) and the size of a BPIS in \( G_W \) is illustrated by the following proposition.

**Proposition 4.1.** Let \( W \in W_{Q,\varepsilon} \), and let \((A, B)\) be a BPIS in \( G_W \). Then:

\[
R_W^{(0)} \geq \log (|A||B|)
\]

**Proof.** Consider

\[
Q_A = \{f_L^{-1}(a) \mid a \in A\}
\]
\[
Q_B = \{f_R^{-1}(b) \mid b \in B\}
\]

Where \( f_L, f_R \) are the bijections from Definition 4.2. Since \( f_L, f_R \) are bijections, \(|Q_A| = |A|\) and \(|Q_B| = |B|\). Thus setting,

\[
M_1 = |A|
\]
\[
M_2 = |B|
\]
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and using any bijections

\[ E_1 : [M_1] \rightarrow Q_A \]
\[ E_2 : [M_2] \rightarrow Q_B \]

for encoding (and their inverse for decoding), we receive a scheme in which communication is successful for any \((m_1, m_2) \in [M_1] \times [M_2]\) with probability 1. Thus

\[ R^{(0)}_{W, 1} \geq \log |A| + \log |B| = \log (|A||B|) \]

and by definition \( R^{(0)}_{W} \geq R^{(0)}_{W, 1} \), concluding the proof. \( \square \)

We are now ready to explore additional properties of the erasure/identity channels. First, any typical channel \( W \in W_{Q, \epsilon} \) is almost the identity function. It only deviates from the identity function on an \( \epsilon \)-fraction of input values in expectation, and in such case returns the value \((\phi, \phi)\). In addition, the following proposition holds:

**Proposition 4.2.**

\[ \Pr_{W \in W_{Q, \epsilon}} \left[ R^{(2\epsilon)}_W \geq 2q \right] \geq \frac{1}{2} \]

**Proof.** Let us pick a channel \( W \) uniformly at random from \( W_{Q, \epsilon} \). Define a random variable \( X \) that counts the number of “erasure” occurrences in channel \( W \). Explicitly,

\[ X = \sum_{(i,j) \in [Q] \times [Q]} X_{ij} \]
where \( \{X_{ij}\}_{(i,j)\in [Q] \times [Q]} \) are independent indicator variables for the event \( W(i, j) = (\phi, \phi) \). Clearly \( E[X_{ij}] = \varepsilon \). By linearity of expectation:

\[
E[X] = \sum_{(i,j)\in [Q] \times [Q]} E[X_{ij}] = \varepsilon Q^2
\]

By Markov’s inequality, for any \( a > 0 \):

\[
\Pr[X \geq a] \leq \frac{E[X]}{a}
\]

In particular, for \( a = 2\varepsilon Q^2 = 2E[X] \):

\[
\Pr_{W \in W_{Q,\varepsilon}}[X \geq 2\varepsilon Q^2] \leq \frac{E[X]}{2\varepsilon Q^2} = \frac{1}{2}
\]

Thus:

\[
\Pr_{W \in W_{Q,\varepsilon}}[X < 2\varepsilon Q^2] \geq \frac{1}{2}
\]

Note that if, for a given \( W \), the random variable \( X < 2\varepsilon Q^2 \) then for \((x,y)\) chosen uniformly at random from \([Q] \times [Q]\), communication is successful over \( W \) with probability at least \( 1 - 2\varepsilon \). This means that rate \((q,q)\) is achievable with probability \( 1 - 2\varepsilon \), i.e. \( R_{W,1}^{(2\varepsilon)} \geq 2q \). By definition, \( R_{W}^{(2\varepsilon)} \geq R_{W,1}^{(2\varepsilon)} \) and thus \( R_{W}^{(2\varepsilon)} \geq 2q \), and the proposition follows.

Proposition 4.2 implies the existence of channels \( W \in W_{Q,\varepsilon} \) for which \( R_{W}^{(2\varepsilon)} \geq 2q \). In light of Statement 3.1, we ask in this case how far \( R_{W}^{(0)} \) is from \( q \). Proving that \( R_{W}^{(0)} \simeq q \) would suffice to prove the gap suggested in Statement 3.1. Thus, the main focus of this thesis is in gaining a better understanding of the channel family \( W_{Q,\varepsilon} \) and specifically studying the question:

**Question 4.1.** Is \( R_{W}^{(0)} \simeq q \)?

First of all we note that for parameters \( Q \) and \( \varepsilon \) in which \( Q \) is small with respect to \( \varepsilon \) (e.g., \( Q < \frac{1}{\varepsilon} \) or equivalently \( \varepsilon < 1/Q \)) it holds for typical \( W \in W_{Q,\varepsilon} \) that \( R_{W}^{(0)} \) is close to \( 2q \) (which does not support Statement 3.1). In particular, the following proposition holds:

**Proposition 4.3.** Let \( \varepsilon \leq \frac{1}{Q} \).

\[
\Pr_{W \in W_{Q,\varepsilon}}[R_{W}^{(0)} < 2q - 2] \leq e^{-\frac{Q}{2}}
\]

**Proof.** First, let us pick a channel \( W \) uniformly at random from \( W_{Q,\varepsilon} \). Define a random variable \( X \) that counts the number of edges in \( G_{W} \). Explicitly,

\[
X = \sum_{(i,j)\in [Q] \times [Q]} X_{ij}
\]
where \( \{ X_{ij} \}_{(i,j) \in [Q] \times [Q]} \) are independent indicator variables for the event \((f_L(i), f_R(j)) \in E(G_W)\).

Next, consider the following lemma:

**Lemma 4.1.** [9, Lemma 2.2] Let \( G = (Q_L \cup Q_R, E) \) be a bipartite graph where \( |Q_L| = |Q_R| = Q \). If \( |E| \leq \frac{3}{2}Q \) then there exists a BPIS \((A, B)\) such that \( |A| = |B| \geq \frac{Q}{2} \).

Thus, in our case if \( X \leq \frac{3}{2}Q \), then there exists a BPIS \((A, B)\) in \( G \) such that \( |A||B| \geq \frac{Q^2}{4} \). By Proposition 4.1 this means that \( R_{W}^{(0)} \geq 2q - 2 \). It follows that:

\[
\Pr_{W \in W_{Q, \varepsilon}} \left[ R_{W}^{(0)} < 2q - 2 \right] \leq \Pr \left[ X > \frac{3}{2}Q \right]
\]

In order to bound this expression, let us define a random variable \( Y \) in the following way:

\[
Y = \sum_{(i,j) \in [Q] \times [Q]} Y_{ij}
\]

where \( \{ Y_{ij} \}_{(i,j) \in [Q] \times [Q]} \) are independent indicator variables such that \( \Pr [Y_{ij} = 1] = \frac{1}{Q} \).

Note that since \( \Pr [X_{ij} = 1] = \varepsilon \) and \( \varepsilon \leq \frac{1}{Q} \), for any \( a \geq 0 \) it holds that \( \Pr [X \geq a] \leq \Pr [Y \geq a] \). In particular,

\[
\Pr \left[ X > \frac{3}{2}Q \right] \leq \Pr \left[ Y \geq \frac{3}{2}Q \right]
\]

To bound the above we can use the Chernoff bound. Notice that by linearity of expectation:

\[
E[Y] = \sum_{(i,j) \in [Q] \times [Q]} E[Y_{ij}] = Q
\]

And by the Chernoff bound [23, Theorem 4.4]:

\[
\Pr \left[ Y \geq \left( 1 + \frac{1}{2} \right) E[Y] \right] \leq e^{-E[Y](\frac{1}{2})^2/3}
\]

That is:

\[
\Pr \left[ Y \geq \frac{3}{2}Q \right] \leq e^{-\frac{Q^2}{2}}
\]

Putting it all together we get:

\[
\Pr_{W \in W_{Q, \varepsilon}} \left[ R_{W}^{(0)} < 2q - 2 \right] \leq \Pr \left[ X > \frac{3}{2}Q \right] \leq \Pr \left[ Y \geq \frac{3}{2}Q \right] \leq e^{-\frac{Q^2}{2}}
\]

as required. \( \square \)
4.1 Our results on “erasure/identity” channels

In light of the above properties of our channel model $W_{Q,\varepsilon}$, for any $\varepsilon > 0$, we focus on values of $Q$ which are large and satisfy $Q \geq \Omega(1/\varepsilon)$. For such values of $Q$ we ask if indeed $\mathcal{R}_W^{(0)}$ is roughly $q$ with high probability (which will imply the existence of channels for the second part of Statement 3.1).

In this thesis we do not prove our conjecture that $\mathcal{R}_W^{(0)} \simeq q$, but rather we present theoretical results in its support. In Section 6 we show (with high probability over $W \in W_{Q,\varepsilon}$) that for sufficiently large $Q$, $\mathcal{R}_W^{(0)} \leq (1 - 1/n)^2 q$. This implies the existence of channels $W$ for which on one hand $\mathcal{R}_W^{(2\varepsilon)} \geq 2q$, while on the other $\mathcal{R}_W^{(0)} \leq (1 - 1/n)^2 q$. This is stated formally in Theorem 6.1 and Corollary 6.1. Our results do not have any asymptotic significance since as $n$ grows our upper bound yields the trivial bound of $\mathcal{R}_W^{(0)} \leq 2q$. However for every fixed $n$ we establish a gap between $\mathcal{R}_W^{(0)}$ and $\mathcal{R}_W^{(2\varepsilon)}$ (which can be viewed as a relaxed version of the second part of Statement 3.1).

In Section 7, we turn to study lower bounds on $\mathcal{R}_W^{(0)}$ obtained by coding schemes which we view to be natural. We study two coding schemes, one scheme based on concatenated coding suggested to us by [24] and another based on certain combinatorial primitives. In both cases, showing that $\mathcal{R}_W^{(0)}$ is larger than $q$ would refute our conjecture that for our channels $\mathcal{R}_W^{(0)} \simeq q$. Indeed, we show that for the specific coding schemes we study, our conjecture still holds. This of course does not rule out the existence of other coding schemes that may refute our conjecture! Nevertheless, we believe our results to be interesting, even if only as a case study that may help in future analysis of “erasure/identity” channels in the context of Statement 3.1. We start by first discussing the graph $G_W$ in greater detail in the upcoming Section 5.

5 BPIS in “erasure/identity” graphs

As we have seen in Proposition 4.1, a BPIS in $G_W$ plays a significant role in establishing a bound on $\mathcal{R}_W^{(0)}$. In this section we introduce the graph $G_{W,n}$ that represents the network $W^{(n)}$, and then analyze the nature of BPIS in $G_W$ and $G_{W,n}$. The results of this analysis will then be used in order to bound $\mathcal{R}_W^{(0)}$ in Section 6.

We now extend Definition 4.2 for block length $n$.

**Definition 5.1.** Let $W : [Q]^2 \to ([Q]^2 \cup \{(\phi, \phi)\})$ be an erasure/identity channel, and consider the network $W^{(n)}$. We say that a graph $G = (V, E)$ represents network $W^{(n)}$ if $G$ is a balanced bipartite graph where $V = Q_{L,n} \cup Q_{R,n}$ and there exist two bijections $f_L : [Q]^n \to Q_{L,n}$, $f_R : [Q]^n \to Q_{R,n}$ such that for any $x^{(n)}$, $y^{(n)} \in [Q]^n$, $(f_L(x^{(n)}), f_R(y^{(n)})) \in E$ if and only if there exists at least one index $i$ such that $W(x_i, y_i) = (\phi, \phi)$.

**Remark 5.1.** Clearly for any network $W^{(n)}$ we can construct a graph $G$ that represents it. In addition, all graphs that represent $W^{(n)}$ are identical up to an isomorphism, thus we can simply denote such a graph by $G_{W,n}$. 
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Remark 5.2. By definition, $G_W$ and $G_{W,1}$ are the same.

Our interest lies primarily in the maximum size of the BPIS in $G_{W,n}$. The relationship between BPIS in $G_{W,1}$ and $G_{W,n}$ is presented in Section 5.1. In Section 5.2 we establish some upper bounds on the maximum size of various BPIS in $G_{W,n}$, and Section 5.3 discusses the lower bounds in similar cases. Our study addresses two cases. We first study BIPS $(A,B)$ for which $|A| = |B|$, we then address general BPIS and study bounds on the size $|A||B|$. The former case does not directly relate to the rate $R_W^{(0)}$ (via Proposition 4.1), while the latter study does. Nevertheless, we include its study in this thesis as a detailed analysis of the channel family $W_{Q,\varepsilon}$.

5.1 Relationship between $G_{W,1}$ and $G_{W,n}$

In this section we establish the following relationship between sizes of BPIS in $G_{W,1}$ and $G_{W,n}$:

Theorem 5.1. Let $W \in W_{Q,\varepsilon}$. Then:

$$\max_{(A',B') \text{ is a BPIS in } G_{W,n}} (|A'||B'|) = \left( \max_{(A,B) \text{ is a BPIS in } G_{W,1}} (|A||B|) \right)^n$$

Proof. Corollary of Propositions 5.1 and 5.2 given below. □

We note that Theorem 5.1 implies that there is no advantage in studying the BPIS of $G_{W,n}$ over the BPIS of $G_{W,1}$ with respect to the corresponding coding scheme described in Proposition 4.1.

Proposition 5.1. Let $W \in W_{Q,\varepsilon}$. If there exists a BPIS $(A,B)$ in $G_W$ such that $|A||B| \geq \alpha$, then there exists a BPIS $(A',B')$ in $G_{W,n}$ such that $|A'||B'| \geq \alpha^n$.

Proof. Consider $A' = A^n, B' = B^n$. $(A',B')$ is a BPIS because for any $(x^{(n)}, y^{(n)}) \in A' \times B'$ it holds that for any index $i$, $W(x_i, y_i) \neq (\phi, \phi)$. Thus:

$$|A'||B'| = |A|^n|B|^n = (|A||B|)^n \geq \alpha^n.$$ □

Proposition 5.2. Let $W \in W_{Q,\varepsilon}$. If for any BPIS $(A,B)$ in $G_W$ it holds that $|A||B| \leq \alpha$ then for any BPIS $(A',B')$ in $G_{W,n}$ it holds that $|A'||B'| \leq \alpha^n$.

Proof. By induction on $n$. For $n = 1$ it holds trivially. Suppose the relationship holds for all $l < n$, and let $(A',B')$ be some BPIS in $G_{W,n}$. Consider some index set $I$, such that $1 \leq |I| < n$. For a vector $s^{(n)} \in Q^n$, denote by $s_I$ the vector obtained by the projection of $s^{(n)}$ onto $I$. Similarly, for a set $S \subseteq Q^n$, denote by $S_I$ the set obtained by projection of $S$ onto $I$. In addition, for a set $S$ and some $p \in S_I$, let

$$S_{I,p} = \{ s_{[n]-I} \mid s \in S, s_I = p \}$$
Namely, $S_{I,p}$ is the set obtained by projection of $S$ onto the complement of $I$ and selection of elements that, when merged with $p$, appear in $S$.

Next, we claim that for any set $S \subseteq \mathbb{Q}^n$ and index set $I$ (where $1 \leq |I| < n$), there exists a $p \in S_I$ such that:

$$|S_{I,p}| \geq \frac{|S|}{|S_I|}.$$  

As otherwise, we get

$$\sum_{p \in S_I} |S_{I,p}| < |S_I| \cdot \frac{|S|}{|S_I|} = |S|$$

which is not possible by our definition of $S_{I,p}$. Thus, let $a \in A'_I$ and $b \in B'_I$ be such that:

$$|A'_{I,a}| \geq \frac{|A'|}{|A'_I|}$$

$$|B'_{I,b}| \geq \frac{|B'|}{|B'_I|}$$

Note that $(A'_I, B'_I)$ and $(A'_{I,a}, B'_{I,b})$ are BPIS in $G_{W,|I|}$ and $G_{W,n-|I|}$ respectively. Thus by the induction hypothesis:

$$|A'_I||B'_I| \leq \alpha^{|I|}$$

$$|A'_{I,a}||B'_{I,b}| \leq \alpha^{n-|I|}$$

Finally,

$$|A'||B'| = \left( |A'_I| \cdot \frac{|A'|}{|A'_I|} \right) \left( |B'_I| \cdot \frac{|B'|}{|B'_I|} \right)$$

$$= (|A'_I||B'_I|) \left( \frac{|A'|}{|A'_I|} \cdot \frac{|B'|}{|B'_I|} \right)$$

$$\leq (|A'_I||B'_I|) (|A'_{I,a}||B'_{I,b}|)$$

$$\leq \alpha^{|I|} \alpha^{n-|I|}$$

$$= \alpha^n$$

as required. \qed

5.2 Probabilistic upper bounds for BPIS in $G_{W,1}$ (and thus also in $G_{W,n}$)

In this section we show probabilistic upper bounds on the maximum size of BPIS in $G_{W,n}$. Proposition 5.3 considers the case of a balanced BPIS in $G_{W,1}$. Proposition 5.4 considers any BPIS in $G_{W,1}$. Finally, Theorem 5.2 considers any BPIS in $G_{W,n}$. In the analysis below, recall that $Q = 2^q$.

**Proposition 5.3.** Let $W \in W_{Q,\varepsilon}$. The probability that there exists a BPIS $(A, B)$ in $G_W$ such that $|A| = |B| = cq$ where $c \geq \frac{3}{\log \frac{1}{\varepsilon}}$ is at most $(\frac{1}{2})^{cq^2}$.
Proof. Let $\tau$ be the event that there exists a BPIS $(A,B)$ such that $|A| = |B| = cq$. For fixed $A, B$ of size $cq$ each, let $\tau_{A,B}$ be the event that $(A,B)$ is a BPIS. Clearly, $\Pr[\tau_{A,B}] = (1 - \varepsilon)^{(cq)^2}$. By the union bound:

$$
\Pr[\tau] = \Pr\left[ \bigcup_{A,B \mid |A|=|B|=cq} \tau_{A,B} \right] \\
\leq \sum_{A,B \mid |A|=|B|=cq} \Pr[\tau_{A,B}] \\
= \left(\frac{2^q}{cq}\right)^2 \cdot (1 - \varepsilon)^{(cq)^2} \\
\leq (2^q)^2 \cdot (1 - \varepsilon)^{(cq)^2} \\
= 2^{2cq} \cdot (1 - \varepsilon)^{(cq)^2} \\
= 4^{cq} \cdot ((1 - \varepsilon)^c)^{cq^2} \\
= (4 \cdot (1 - \varepsilon)^c) cq^2
$$

Note that $c \geq \frac{3}{\log \frac{1}{1-\varepsilon}}$, which means that:

$$
c \log \left(1 - \varepsilon\right) \leq -3 \\
2c \log (1-\varepsilon) \leq 2^{-3} \\
(1 - \varepsilon)^c \leq \frac{1}{8}
$$

Substituting this bound in the probability bound above, we get that

$$
(4 \cdot (1 - \varepsilon)^c) cq^2 \leq \left(\frac{1}{2}\right)^{cq^2}
$$

as required. \hfill \Box

Proposition 5.4. Let $W \in \mathcal{W}_{Q,\varepsilon}$. The probability that there exists a BPIS $(A,B)$ in $G_W$ such that $\log |A||B| > q + \log c$ where $c \geq \frac{4}{\log \frac{1}{1-\varepsilon}}$ is at most $\left(\frac{1}{2}\right)^Q$.

Proof. We use the union bound, much like in our proof for Proposition 5.3. The probability of finding such a BPIS $(A,B)$ is thus bounded by:

$$
\sum_{\substack{|A||B| \mid \log |A||B| > q + \log c}} \left(\frac{2^q}{|A||B|}\right) \left(\frac{2^q}{|B|}\right) (1 - \varepsilon)^{|A||B|}
$$
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But since $|A|, |B| \leq 2^q$ this is in turn bounded by:

$$2^{2q} \cdot \max_{|A||B| > q + \log c} \left( \frac{2^q}{|A|} \right) \left( \frac{2^q}{|B|} \right) (1 - \epsilon)^{|A||B|} \leq 2^{2q} \cdot \left( 2^{2q} \cdot 2^{2q} (1 - \epsilon)^{2q + \log c} \right) \leq 2^{2q} \cdot \left( 2^{2q} \cdot 2^{2q} (1 - \epsilon)^{2q + \log c} \right) \leq (2^3)^2 \cdot (1 - \epsilon)^{2q + \log c} \leq (8 \cdot (1 - \epsilon)^c)^{2q}.$$

Note that $c \geq \frac{4}{\log \frac{1}{1 - \epsilon}}$, which means that:

$$c \log (1 - \epsilon) \leq -4 \quad 2^{c \log (1 - \epsilon)} \leq 2^{-4} \quad (1 - \epsilon)^c \leq \frac{1}{16}$$

Substituting this bound in the probability bound above, we get that

$$(8 \cdot (1 - \epsilon)^c)^{2q} \leq \left( \frac{1}{2} \right)^{2q} = \left( \frac{1}{2} \right)^Q$$

as required.

Combining Proposition 5.4 and Proposition 5.2 yields:

**Theorem 5.2.** Let $W \in \mathcal{W}_{Q,\epsilon}$. The probability that there exists a BPIS $(A, B)$ in $G_{W,n}$ such that $\frac{1}{n} \log |A||B| > q + \log c$ where $c \geq \frac{4}{\log \frac{1}{1 - \epsilon}}$ is at most $\left( \frac{1}{2} \right)^Q$.

**Proof.** By Proposition 5.2 if there exists a BPIS $(A', B')$ in $G_{W,n}$ such that $\frac{1}{n} \log |A'||B'| > q + \log c$ then there exists a BPIS $(A, B)$ in $G_{W,1}$ such that $\log |A||B| > q + \log c$. By Proposition 5.4 the probability of the latter is at most $\left( \frac{1}{2} \right)^Q$. It follows that the probability in question is also at most $\left( \frac{1}{2} \right)^Q$.

Theorem 5.2 can also be restated in the following, weaker but simplified form which we use later in our proof:

**Theorem 5.3.** Let $W \in \mathcal{W}_{Q,\epsilon}$. The probability that there exists a BPIS $(A, B)$ in $G_{W,n}$ such that $\frac{1}{n} \log |A||B| > q + \log \frac{4 \ln 2}{\epsilon}$ is at most $\left( \frac{1}{2} \right)^Q$.

**Proof.** This is an immediate consequence of Theorem 5.2 and Lemma A.1 of the Appendix.
5.3 Probabilistic lower bounds for BPIS in $G_{W,1}$ (and thus also in $G_{W,n}$)

In this section we show probabilistic lower bounds on the maximum size of BPIS in $G_{W,n}$. Proposition 5.5 considers the case of a balanced BPIS in $G_{W,1}$. Proposition 5.6 considers any BPIS in $G_{W,1}$. Finally, Theorem 5.4 considers any BPIS in $G_{W,n}$. We start with a “converse” to Proposition 5.3.

**Proposition 5.5.** Let $W \in W_{Q,\varepsilon}$ where $\varepsilon$ is such that $\varepsilon \leq \frac{1}{2(1+\delta)}$ for some constant $0 < \delta < 1$. For a sufficiently large $Q$ (w.r.t. $1/\varepsilon$), the probability that there exists a BPIS $(A, B)$ in $G_{W}$ such that $|A| = |B| = \lceil \delta (q + \log \varepsilon + 1) \rceil$ is at least $1 - 2e^{-\varepsilon Q/8}$.

**Proof.** In this proof we follow the idea of Feige & Kogan [10, Lemma 3.4]. Given the graph $G_{W} = (Q_L \cup Q_R, E)$, let us pick uniformly at random a set $B$ of $k$ (which will be defined later) vertices from $Q_R$, and let $X$ be the random variable which counts the number of vertices in $Q_L$ which have no neighbors in $B$. If $E[X] \geq k$ then there must exist a set $A \subseteq Q_L$ of size $k$, such that $(A, B)$ is a BPIS (here, the expectation is over the random choices of $B$). All that is left is to show is that for some $k \geq \lceil \delta (q + \log \varepsilon + 1) \rceil$ and a sufficiently large $Q$, $\Pr_{W \in W_{Q,\varepsilon}}[E[X] \geq k] \geq 1 - 2e^{-\varepsilon Q/8}$.

Assume that the vertices in $Q_L$ are $u_1, \ldots, u_Q$ and that their degrees are $d_1, \ldots, d_Q$. Suppose that the average degree $d$ in $G_{W}$ is such that $\varepsilon Q/2 \leq d \leq 2\varepsilon Q$. We define $k = \lceil \frac{\delta Q \ln d}{2d} \rceil$. Notice that since $d \leq 2\varepsilon Q$:

$$k = \left\lceil \frac{\delta Q \ln d}{2d} \right\rceil \geq \left\lceil \frac{\delta Q \ln(2\varepsilon Q)}{2(2\varepsilon Q)} \right\rceil = \left\lceil \frac{\delta Q \log(2Q)}{2(2\varepsilon Q)} \right\rceil = \left\lceil \frac{\delta (q + \log \varepsilon + 1)}{4 \log(e) \varepsilon} \right\rceil$$

The probability that vertex $u_i$ has no neighbors in $B$ is $(Q - d_i)/Q$. Note that the sequence $(\binom{Q-y}{y})_{x=0}^{Q-y}$ is convex. To see this, one needs to verify that for any integer $0 \leq x \leq Q - y - 2$:

$$2 \binom{Q - (x + 1)}{y} \leq \binom{Q - x}{y} + \binom{Q - (x + 2)}{y}$$
And indeed this holds if and only if:

\[
\begin{align*}
2 \frac{(Q-x-1)!}{(y)!(Q-x-y-1)!} & \leq \frac{(Q-x)!}{(y)!(Q-x-y)!} + \frac{(Q-x-2)!}{(y)!(Q-x-y-2)!} \\
2 \frac{(Q-x-1)!}{(Q-x-y-1)!} & \leq \frac{(Q-x)!}{(Q-x-y)(Q-x-y-1)!} + (Q-x-2)! \\
2(Q-x-y)(Q-x-1)! & \leq (Q-x)! + (Q-x-y)(Q-x-y-1)(Q-x-2)! \\
2(Q-x-y)(Q-x-1) & \leq (Q-x)(Q-x-1) + (Q-x-y)(Q-x-y-1) \\
2((Q-x)(Q-x-1) - y(Q-x) + y) & \leq (Q-x)(Q-x-1) + (Q-x)(Q-x-y-1) - y(Q-x) + y(y+1) \\
2((Q-x)(Q-x-y-1) + y) & \leq y(y+1) \\
y & \leq y^2
\end{align*}
\]

Which holds for all \(y \geq 1\), and in our case for all \(k\)-s of interest. Therefore:

\[
E[X] = \sum_{i=1}^{Q} \frac{(Q-d_i)}{(Q-k) \choose k} \geq Q \frac{(Q-d)}{(Q-k) \choose k}
\]

Notice that:

\[
\begin{align*}
\frac{(Q-d)}{(Q-k) \choose k} &= \frac{(Q-d)!}{k!(Q-d-k)!} / \frac{Q!}{k!(Q-k)!} \\
&= \frac{(Q-d)!}{(Q-d-k)!} \cdot \frac{(Q-k)!}{Q!} \\
&= \frac{\prod_{i=0}^{k-1} (Q-d-i)}{\prod_{i=0}^{k-1} (Q-i)} \\
&= \prod_{i=0}^{k-1} \left( \frac{Q-d-i}{Q-i} \right)
\end{align*}
\]

Thus:

\[
E[X] \geq Q \frac{(Q-d)}{(Q-k) \choose k} = Q \prod_{i=0}^{k-1} \left( \frac{Q-d-i}{Q-i} \right)
\]

It is thus enough to prove that for a sufficiently large \(d\):

\[
\prod_{i=0}^{k-1} \left( \frac{Q-d-i}{Q-i} \right) \geq \frac{k}{Q}
\]
Or alternatively that:

\[ \frac{Q}{k} \geq \prod_{i=0}^{k-1} \left( \frac{Q - i}{Q - d - i} \right) \]  

(1)

Note that a sufficiently large \( d \) can be obtained by choosing a sufficiently large \( Q \) (w.r.t. \( 1/\varepsilon \)), since by our assumptions \( d \geq \varepsilon Q/2 \).

First, let us bound the RHS of inequality 1 from above. Notice that:

\[
\ln \left( \prod_{i=0}^{k-1} \left( \frac{Q - i}{Q - d - i} \right) \right) = \sum_{i=0}^{k-1} \ln \left( 1 + \frac{d}{Q - d - i} \right)
\]

\[
\leq k \ln \left( 1 + \frac{d}{Q - d - k + 1} \right)
\]

\[
\leq \frac{d}{Q - d - k + 1} \quad \text{as } \ln(1 + x) \leq x \text{ for } x \geq 0
\]

\[
\leq \frac{d}{Q - d - \delta \ln d / 2d} \quad \text{as } k \leq \frac{\delta Q \ln d}{2d} + 1
\]

\[
= \frac{Q \left( \frac{\delta \ln d}{2d} + \frac{d}{Q} \right)}{Q \left( 1 - \frac{d}{Q} - \frac{\delta \ln d}{2d} \right)}
\]

\[
= \frac{\delta \ln d}{2d} + \frac{d}{Q}
\]

\[
= \frac{\delta \ln d}{2d} + \frac{1}{1 + \delta}
\]

\[
= \frac{\delta \ln d}{2d} + \frac{1}{1 + \delta}
\]

\[
\leq (1 - \alpha) \ln d + O(1) \quad \text{as a result of multiplication by } \frac{1 + \delta}{\delta}
\]

Thus we get:

\[
\prod_{i=0}^{k-1} \left( \frac{Q - i}{Q - d - i} \right) = O(d^{1-\alpha})
\]  

(2)
Next, let us bound the LHS of inequality 1 from below.

\[
\frac{Q}{k} \geq \frac{Q}{2d \ln d + 1} \quad \text{as } k \leq \frac{\delta Q \ln d}{2d} + 1
\]

\[
= \frac{1}{\delta \ln d + \frac{1}{Q}}
\]

\[
= \frac{\frac{\delta}{Q}d}{\ln d + \frac{2d}{\delta Q}} \quad \text{as a result of multiplication by } \frac{2d}{\delta}
\]

\[
\geq \frac{\frac{\delta}{Q}d}{\ln d + \frac{2d}{\delta(1+\delta)}} \quad \text{as } \frac{d}{Q} \leq \frac{2\varepsilon Q}{Q} = 2\varepsilon \leq \frac{1}{1+\delta}
\]

Thus we get:

\[
\frac{Q}{k} = \Omega\left(\frac{d}{\ln d}\right)
\]

(3)

Inequality 1 follows from equations 2 and 3 for large enough \(d\).

Finally, recall that for a vertex \(u \in Q_L \cup Q_R\) it holds that \(E[d(u)] = \varepsilon Q\). Since \(d = \sum_{u \in Q_L \cup Q_R} \frac{d(u)}{2dQ}\), by linearity of expectation, \(E[d] = \varepsilon Q\) as well. Thus, by the Chernoff bound [23, Theorem 4.4-4.5]:

\[
\Pr_{W \in W_{Q,\varepsilon}} [d \leq \varepsilon Q/2] \leq e^{-\varepsilon Q/8}
\]

\[
\Pr_{W \in W_{Q,\varepsilon}} [d \geq 2\varepsilon Q] \leq e^{-\varepsilon Q/3}
\]

By the union bound:

\[
\Pr_{W \in W_{Q,\varepsilon}} [d \leq \varepsilon Q/2 \lor d \geq 2\varepsilon Q] \leq e^{-\varepsilon Q/8} + e^{-\varepsilon Q/3} \leq 2e^{-\varepsilon Q/8}
\]

And thus:

\[
\Pr_{W \in W_{Q,\varepsilon}} [E[X] \geq k] \geq \Pr_{W \in W_{Q,\varepsilon}} [\varepsilon Q/2 \leq d \leq 2\varepsilon Q] \geq 1 - 2e^{-\varepsilon Q/8}
\]

With regards to lower bounds on the size of a BPIS in \(G_W\), a simple analysis gives the following proposition.

**Proposition 5.6.** Let \(W \in W_{Q,\varepsilon}\). The probability that there exists a BPIS \((A, B)\) in \(G_W\) such that \(\log |A||B| > q - (1 + \log \frac{1}{1-\varepsilon})\) is at least \(1 - e^{-\varepsilon (1-\varepsilon) Q/8}\).

**Proof.** Given the graph \(G_W = (Q_L \cup Q_R, E)\), set \(A\) to have one vertex \(v \in Q_L\), and let \(X\) be the random variable which counts the number of vertices in \(B = \{w \in Q_R |\)
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$(v,w) \notin E \}$. Clearly, $(A,B)$ is a BPIS. Note that $E[X] = (1 - \varepsilon)Q = (1 - \varepsilon)2^q$. Thus, by Chernoff bound [23, Theorem 4.5]:

$$\Pr_{W \in \mathcal{W}_{Q,\varepsilon}} [X \leq (1 - \varepsilon)Q/2] \leq e^{-(1-\varepsilon)Q/8}$$

Therefore:

$$\Pr_{W \in \mathcal{W}_{Q,\varepsilon}} [X > (1 - \varepsilon)Q/2] \geq 1 - e^{-(1-\varepsilon)Q/8}$$

Namely that with probability at least $1 - e^{-(1-\varepsilon)Q/8}$ it holds that:

$$\log |A||B| > \log((1 - \varepsilon)Q/2) = q - 1 + \log(1 - \varepsilon) = q - \left(1 + \log \frac{1}{1 - \varepsilon}\right).$$

Combining Propositions 5.6 and 5.1 yields:

**Theorem 5.4.** Let $W \in \mathcal{W}_{Q,\varepsilon}$. The probability that there exists a BPIS $(A,B)$ in $G_{W,n}$ such that $\frac{1}{n} \log |A||B| > q - (1 + \log \frac{1}{1 - \varepsilon})$ is at least $1 - e^{-(1-\varepsilon)Q/8}$.

**Remark 5.3.** All in all, we note that the results of the last two subsections together with Proposition 4.1 imply that a zero error code for (most) channels $W \in \mathcal{W}_{Q,\varepsilon}$ based on BPIS will have rate $R^{(0)}_W \simeq q$.

### 6 Upper bounds on $R^{(0)}_{W,n}$ (i.e., for fixed block length)

In this section, we present an upper bound on the rate $R^{(0)}_{W,n}$ for channels $W$ chosen from the aforementioned distribution $\mathcal{W}_{Q,\varepsilon}$. As discussed, for any error value $\varepsilon > 0$, we study the distribution $\mathcal{W}_{Q,\varepsilon}$ for values of $Q$ which are sufficiently large and satisfy $Q = \Omega(1/\varepsilon)$. Specifically, we prove:

**Theorem 6.1.** For every integer $n \geq 2$, $\varepsilon \in [0,1]$ and $\gamma > 0$, let $Q = 2^q$ with $q \geq \max\{\log n, 4^{\gamma \log \frac{4\ln 2}{\varepsilon}}\}$. Then with probability at least $3/4$, a random channel $W \in \mathcal{W}_{Q,\varepsilon}$ satisfies

$$R^{(0)}_{W,n} \leq 2q \left(1 - \frac{1}{n}\right)(1 + \gamma).$$

Specifically, for $n = 2$

$$R^{(0)}_{W,2} \leq q(1 + \gamma).$$

In words, Theorem 6.1 states that the gap suggested in Statement 3.1 indeed holds if we restrict ourselves to block length $n = 2$, and a smaller gap holds for increasing block length. For asymptotically large block length $n$ the bound of Theorem 6.1 approaches $2q$ which is not enough to support Statement 3.1.

Our proof of Theorem 6.1 will follow the statement and proof of a number of technical claims given below. Recall that Proposition 4.1 derived a lower bound on the rate of the channel $W \in \mathcal{W}_{Q,\varepsilon}$, given a lower bound on the size of some BPIS. We start by proving the following lemma that demonstrates the *inverse* claim.
Lemma 6.1. Let $W \in W_{Q,2}$. If $R^{(0)}_{W,n} = r$, then there exists a BPIS $(A, B)$ in $G_{W,n}$ such that:

$$|A||B| \geq 2^{rn} - 2^{rn/2}\left((Q + 1)^n - Q^n\right)$$

Proof. Note that $R^{(0)}_{W,n} = r$ implies that there exists $(A', B') \subseteq [Q]^n \times [Q]^n$ such that for any $x^{(n)}, x'^{(n)} \in A'$ and $y^{(n)}, y'^{(n)} \in B'$:

(a) $x^{(n)} \neq x'^{(n)} \Rightarrow W_1^{(n)}(x^{(n)}, y^{(n)}) \neq W_1^{(n)}(x'^{(n)}, y'^{(n)})$

(b) $y^{(n)} \neq y'^{(n)} \Rightarrow W_2^{(n)}(x^{(n)}, y^{(n)}) \neq W_2^{(n)}(x'^{(n)}, y'^{(n)})$

and, in addition:

(c) $R_1 + R_2 = r$ where $R_1 = \frac{\log |A'|}{n}$, $R_2 = \frac{\log |B'|}{n}$.

Otherwise, if condition (a) or (b) does not hold, it is not possible to devise a proper decoding function $D_1$ or $D_2$ as it receives the same channel output and is required to produce two different decoded values. Condition (c) holds by our definitions, i.e., there must exist an achievable rate $(R_1, R_2)$ such that $R_1 + R_2 = r$.

Now, assume without loss of generality, that $|A'| \geq |B'|$. Consider the pair $(A, B)$ where:

$$S = \{x^{(n)} \mid x^{(n)} \in A' \text{ s.t. } \exists y^{(n)} \in B' \text{ for which } \exists 1 \leq i \leq n : W(x_i, y_i) = (\phi, \phi)\}$$

$$A = A' - S$$

$$B = B'$$

Namely $A$ is obtained from $A'$ by removing all $x^{(n)} \in A'$ that cause at least one erasure in the output of $W^{(n)}(x^{(n)}, y^{(n)})$ for some $y^{(n)} \in B'$. Clearly $(A, B)$ induces a BPIS in $G_{W,n}$ of size $|A||B|$, and

$$|A||B| = (|A'| - |S|)|B'|$$

Now let us compute an upper bound on $|S|$. For this purpose, given $I \subseteq [n]$ let us define the subset $S_I \subseteq A'$, where $S_I$ contains all $x^{(n)} \in A'$ for which there exists $y^{(n)} \in B'$ such that:

(i) for any $i \in I$, $W(x_i, y_i) = (\phi, \phi)$.

(ii) for any $j \in [n] - I$, $W(x_j, y_j) \neq (\phi, \phi)$.

Namely $S_I$ is the set of all elements from $A'$ which cause erasures in $W$ exactly at indices of $I$. Note that if $x^{(n)}, x'^{(n)} \in S_I$ and $x^{(n)} \neq x'^{(n)}$ then $x_{[n]-I}^{(n)} \neq x'^{(n)}_{[n]-I}$ (the vectors obtained by projection of $x^{(n)}$ and $x'^{(n)}$ onto $[n] - I$), as otherwise condition (a) would not hold. This means that:

$$|S_I| \leq Q^n - |I|$$
And finally:

\[ |S| \leq \sum_{I \subseteq [n]} |S_i| \leq \sum_{|I|=1}^n \binom{n}{|I|} Q^{n-|I|} = (Q + 1)^n - Q^n \]

By plugging this upper bound in equation 5, we get:

\[
|A||B| = (|A'| - |S|)|B'| \\
\geq (2^{R_1 n} - ((Q + 1)^n - Q^n)) 2^{R_2 n} \\
= 2^{(R_1 + R_2)n} - 2^{R_2 n} ((Q + 1)^n - Q^n)
\]

By our assumption, \(|A'| \geq |B'|\), which means that \(R_1 \geq R_2\), and since \(R_1 + R_2 = r\), it follows that \(R_2 \leq \frac{r}{2}\). Thus:

\[
|A||B| \geq 2^{(R_1 + R_2)n} - 2^{R_2 n} ((Q + 1)^n - Q^n) \\
\geq 2^r n - 2^{r n/2} ((Q + 1)^n - Q^n)
\]

The following lemma is a refinement of Lemma 6.1 for certain values of \(r\) and \(Q\).

**Lemma 6.2.** Let \(Q = 2^q\) and let \(W \in W_{Q, \epsilon}\). If \(R_{W,n}^{(0)} \geq r\) where \(r \geq 2q \left(1 - \frac{1}{n}\right) + 4 \log \frac{n}{n}\) and \(q \geq \log n\), then there exists a BPIS \((A,B)\) in \(G_{W,n}\) such that:

\[
|A||B| \geq 2^r n - 2^{r n/2 + 2 \log n + q(n-1)}
\]

**Proof.** Let \(R_{W,n}^{(0)} = r_0\). Then, by Lemma 6.1 there exists a BPIS \((A,B)\) in \(G_{W,n}\) such that:

\[
|A||B| \geq 2^{r_0 n} - 2^{r_0 n/2} ((Q + 1)^n - Q^n)
\]

Next, notice that

\[
(Q + 1)^n - Q^n = \sum_{k=1}^{n} \binom{n}{k} Q^{n-k} \\
\leq \sum_{k=1}^{n} n^k Q^{n-k} \\
= \sum_{k=1}^{n} n^{k-1+1} . Q^{n-1-(k-1)} \\
= n \cdot Q^{n-1} \cdot \sum_{k=1}^{n} \left(\frac{n}{Q}\right)^{k-1}
\]
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Since \( q \geq \log n \) implies \( Q \geq n \), we conclude:
\[
(Q + 1)^n - Q^n \leq n^2 \cdot Q^{n-1} = 2^{2 \log n + q(n-1)}
\]

Thus there exists a BPIS \((A, B)\) in \( G_{W,n} \) such that:
\[
|A||B| \geq 2r_0^{-n} - 2r_0^{-n/2 + 2 \log n + q(n-1)}
\]

Now, by our assumption \( r \geq 2q \left(1 - \frac{1}{n}\right) + 4 \left(\frac{\log n}{n}\right) \), which means that:
\[
\frac{rn}{2} \geq qn \left(\frac{n-1}{n}\right) + 2 \log n
\]
\[
\frac{rn}{2} \geq q(n-1) + 2 \log n
\]

Since \( r_0 \geq r \), clearly \( 2 \log n + q(n-1) \leq r_0n/2 \) and thus
\[
|A||B| \geq 2r_0^{-n} - 2r_0^{-n/2 + 2 \log n + q(n-1)}
\]
\[
= 2r_0^{-n/2} \left(2r_0^{-n/2} - 2^{2 \log n + q(n-1)}\right)
\]
\[
\geq 2r_0^{-n/2} \left(2r_0^{-n/2} - 2^{2 \log n + q(n-1)}\right)
\]
\[
= 2r_0^{-n} - 2r_0^{-n/2 + 2 \log n + q(n-1)}
\]

\[\square\]

We are now ready to prove Theorem 6.1:

**Proof.** (Theorem 6.1) First, suppose that \( R_{W,n}^{(0)} > r = 2q \left(1 - \frac{1}{n}\right) (1 + \gamma) \). The conditions of Lemma 6.2 are satisfied iff:
\[
2q \left(1 - \frac{1}{n}\right) (1 + \gamma) \geq 2q \left(1 - \frac{1}{n}\right) + 4 \left(\frac{\log n}{n}\right)
\]

Namely, this relationship holds iff:
\[
2q \gamma \left(1 - \frac{1}{n}\right) \geq 4 \frac{\log n}{n}
\]
\[
q \gamma (n - 1) \geq 2 \log n
\]
\[
q \gamma \geq 2 \frac{\log n}{n - 1}
\]

And indeed, since \( \frac{\log n}{n - 1} \leq 1 \) for \( n \geq 2 \) it suffices to show that:
\[
q \gamma \geq 2
\]
and per our selection of \( q \) the relationship holds. Thus, by Lemma 6.2, there exists a BPIS \((A, B)\) in \( G \) such that:

\[
|A||B| \geq 2^{2q(1 - \frac{1}{n})(1 + \gamma)n} - 2^{2q(1 - \frac{1}{n})(1 + \gamma)n/2 + 2\log n + q(n - 1)}
\]

\[
= 2^{2qn(1 - \frac{1}{n})(1 + \gamma)} - 2^{2qn(1 - \frac{1}{n})(1 + \frac{\log n}{n - 1})}
\]

\[
= 2^{2qn(1 - \frac{1}{n})(1 + \gamma)} - 2^{2qn(1 - \frac{1}{n})(1 + \frac{\log n}{n - 1})}
\]

Again, per our selection of \( q, q \geq \frac{4}{\gamma} \) and since \( n \geq 2 \) it holds that:

\[
\frac{\log n}{q(n - 1)} \leq \frac{1}{q} \leq \frac{\gamma}{4}
\]

Thus:

\[
|A||B| \geq 2^{2qn(1 - \frac{1}{n})(1 + \gamma)} - 2^{2qn(1 - \frac{1}{n})(1 + \frac{\log n}{n - 1})}
\]

\[
\geq 2^{2qn(1 - \frac{1}{n})(1 + \gamma)} - 2^{2qn(1 - \frac{1}{n})(1 + \frac{\log n}{n - 1})}
\]

\[
= 2^{2qn(1 - \frac{1}{n})(1 + \gamma)} - 2^{2qn(1 - \frac{1}{n})(1 + \frac{\log n}{n - 1})}
\]

\[
= 2^{2qn(1 - \frac{1}{n})(1 + \frac{\log n}{n - 1})} - 2^{2qn(1 - \frac{1}{n})}
\]

\[
\geq 2^{2qn(1 - \frac{1}{n})}
\]

where the last inequality is due to our selection of \( q \geq \frac{4}{\gamma} \) and \( n \geq 2 \). Now notice that this implies (for \( n \geq 2 \)):

\[
\frac{\log |A||B|}{n} \geq 2q \left( 1 - \frac{1}{n} \right) \left( 1 + \frac{3\gamma}{4} \right)
\]

\[
\geq q \left( 1 + \frac{3\gamma}{4} \right)
\]

\[
= q + \frac{3q\gamma}{4}
\]

By our choice of \( q \geq \frac{\gamma}{4} \log \frac{4\ln 2}{\varepsilon} \), we get:

\[
\frac{\log |A||B|}{n} \geq q + 3\log \left( \frac{4\ln 2}{\varepsilon} \right) > q + \log \left( \frac{4\ln 2}{\varepsilon} \right)
\]

However, recall that by Theorem 5.3 the probability that this relationship holds is at most \( \left( \frac{1}{2} \right)^Q \) which for \( Q \geq n \geq 2 \) is at most \( \frac{1}{4} \). Thus, in all the probability that \( R_{W,n}^{(0)} > r = 2q \left( 1 - \frac{1}{n} \right) (1 + \gamma) \) is at most 1/4. This concludes the proof of our assertion. \( \square \)

We thus conclude (based on Proposition 4.2) that:

**Corollary 6.1.** For every integer \( n \geq 2 \), \( \varepsilon \in [0, 1] \) and \( \gamma > 0 \), let \( Q = 2q \) with \( q \geq \max\{\log n, \frac{\gamma}{4} \log \frac{4\ln 2}{\varepsilon} \} \). Then there exist channels \( W \in \mathcal{W}_Q,\varepsilon \) such that \( R_{W}^{(2e)} \geq 2q \) and \( R_{W,n}^{(0)} \leq 2q \left( 1 - \frac{1}{n} \right) (1 + \gamma) \).
7 Constructing coding schemes

In this section we study two coding schemes that partially support the conjecture that $R_W^{(0)} \simeq q$. In the first coding scheme we suggest and analyze, we tie the existence of a certain natural combinatorial structure to zero error communication. Namely, in Section 7.1 we define a combinatorial criteria (we refer to as the $\gamma$-uniform criteria) on subsets of $[Q]^n \times [Q]^n$, and show that subsets satisfying this criteria yield good zero error encoding schemes for the typical deterministic interference channels $W \in W_{Q,\varepsilon}$. We then study upper bounds and lower bounds on the sizes of $\gamma$-uniform sets in Section 7.2. On one hand, the lower bounds we obtain, imply zero error coding schemes for which $R_W^{(0)} \simeq q$ (and in such support our conjecture). On the other hand, appropriate upper bounds have the potential to prove that the suggested coding scheme (via $\gamma$-uniform sets) cannot exceed rate $q$. Unfortunately, we were not able to present tight upper bounds, and those we present do not rule out the possibility that the coding scheme suggested allows $R_W^{(0)}$ to exceed $q$. Thus, although we believe that $R_W^{(0)} \simeq q$, our results in this section only support this conjecture in a fairly weak manner.

The second scheme we study is a natural concatenated scheme mentioned in Section 3 and suggested to us by [24]. Specifically, in Section B of the Appendix, we define and analyze the suggested scheme and show that our analysis does not allow $R_W^{(0)} > q$ for large values of $Q$. The ideas and proof of the second scheme are based on those in [24] and appear here only for completeness.

7.1 $\gamma$-uniform set systems and their connection to $R_W^{(0)}$

**Definition 7.1.** Given $x^{(n)} \in [Q]^n$ and $i \in [n]$, denote by $x_i$ the $i$-th coordinate of $x^{(n)}$. A pair $(x^{(n)}, y^{(n)}) \in [Q]^n \times [Q]^n$ is called $\gamma$-uniform if for each pair $(\alpha, \beta) \in [Q]^2$ it holds that

$$(1 - \gamma) \frac{n}{Q^2} \leq |\{i \in [n] \mid (x_i, y_i) = (\alpha, \beta)\}| \leq (1 + \gamma) \frac{n}{Q^2}. $$

In other words, the number of appearances of any pair $(\alpha, \beta) \in [Q]^2$ in $(x^{(n)}, y^{(n)})$ is bounded by $(1 \pm \gamma) \frac{n}{Q^2}$; i.e., the type of $(x^{(n)}, y^{(n)})$ is $\gamma$-far from being uniform (under the $\| \cdot \|_{\infty}$ norm). Similarly, the subsets $A \subseteq [Q]^n, B \subseteq [Q]^n$ are called $\gamma$-uniform if for any $x^{(n)} \in A, y^{(n)} \in B, (x^{(n)}, y^{(n)})$ are $\gamma$-uniform.

The following theorem ties the existence of $\gamma$-uniform set systems to good zero error codes for typical channels $W$ in $W_{Q,\varepsilon}$. Roughly speaking, given a $\gamma$-uniform pair $A$ and $B$ one can construct a zero error code for $W$ by taking large subsets $A'$ of $A$ and $B'$ of $B$ with large minimum distance. Here the term large depends on $\varepsilon$ and $\gamma$.

**Theorem 7.1.** Let $Q = 2^n$. Let $A \subseteq [Q]^n, B \subseteq [Q]^n$ be $\gamma$-uniform with $|A| \geq Q^{n(1-\delta_1)}$ and $|B| \geq Q^{n(1-\delta_2)}$. Let $\delta > 0$ be arbitrarily small. Consider a channel $W$ chosen from the distribution $W_{Q,\varepsilon}$. With probability at least $1/2$ it holds that:

$$R_W^{(0)} \geq 2q \left(1 - \left(\frac{\delta_1 + \delta_2}{2} + 2(1 + \gamma)\varepsilon + \delta\right)\right)^2 - 2.$$  

(7)
To prove Theorem 7.1 we will introduce an additional combinatorial criteria on sets. We refer to the additional criteria as the $(d, \varepsilon)$-diversity criteria.

**Definition 7.2.** A pair $(x(n), y(n)) \in [Q]^n \times [Q]^n$ is called $(d, \varepsilon)$-diverse if for each index set $I \subseteq [n]$ of size $dn$ it holds that $|\{(x_j, y_j) \mid j \in I\}| > \varepsilon Q^2$. Similarly, the subsets $A \subseteq [Q]^n, B \subseteq [Q]^n$ are called $(d, \varepsilon)$-diverse if for any $x(n) \in A, y(n) \in B, (x(n), y(n))$ are $(d, \varepsilon)$-diverse.

In words, a pair $(x(n), y(n))$ is $(d, \varepsilon)$-diverse if every projection to a sufficiently large subset of coordinates contains a large number of distinct pairs $(x_j, y_j)$. We first connect $(d, \varepsilon)$-diverse set systems to good zero error codes for channels in $\mathcal{W}_{Q, \varepsilon}$ (via Theorem 7.2 below). We then turn to prove Theorem 7.1.

**Theorem 7.2.** Let $Q = 2^q$. Let $A \subseteq [Q]^n, B \subseteq [Q]^n$ be $(d, 2\varepsilon)$-diverse with $|A| \geq Q^n(1-\delta_1)$ and $|B| \geq Q^n(1-\delta_2)$. Consider a channel $W$ chosen from the distribution $\mathcal{W}_{Q, \varepsilon}$. With probability at least $1/2$ it holds that

$$
\mathcal{R}^{(0)}_{W, n} \geq 2q \left( 1 - \left( \frac{\delta_1 + \delta_2}{2} + d \right) \right) - 2.
$$

To prove Theorem 7.2, we first require the following lemma:

**Lemma 7.1.** Let $W \in \mathcal{W}_{Q, \varepsilon}$. Let $(A, B) \subseteq [Q]^n \times [Q]^n$ be such that for any $x(n), x'(n) \in A$ and $y(n), y'(n) \in B$:

(a) $x(n) \neq x'(n) \Rightarrow W_1(n)(x(n), y(n)) \neq W_1(n)(x'(n), y(n))$

(b) $y(n) \neq y'(n) \Rightarrow W_2(n)(x(n), y(n)) \neq W_2(n)(x(n), y'(n))$

Then it holds that:

$$
\mathcal{R}^{(0)}_{W, n} \geq \frac{1}{n} \log(|A||B|)
$$

**Proof.** Note that conditions (a) and (b) in the proposition imply that any pair $(x(n), y(n)) \in (A, B)$ passed as input to $W(n)$ has a unique output $(\hat{x}(n), \hat{y}(n))$. Thus, if we define the decoding function $D_1(\hat{x}(n)) = x(n)$ for any $x(n) \in A$ and $D_2(\hat{y}(n)) = y(n)$ for any $y(n) \in B$ then communication is successful with probability 1 for any $(x(n), y(n)) \in (A, B)$. Let $M_1 = 2^{R_1 n} = |A|, M_2 = 2^{R_2 n} = |B|$. Then $R_1 = \frac{\log|A|}{n}, R_2 = \frac{\log|B|}{n}$ and

$$
R_1 + R_2 = \frac{\log|A| + \log|B|}{n} = \frac{1}{n} \log(|A||B|)
$$

and the proposition follows.

Next, we require the following lemma that follows from a standard packing argument.

**Lemma 7.2.** Let $A \subseteq [Q]^n$. Then for any $d \in [0, 1]$ there exists $A' \subseteq A$ such that $|A'| > \frac{|A|}{2^{d Q n}}$ and for any $x(n), x'(n) \in A'$: $h(x(n), x'(n)) > dn$, where $h : [Q]^n \times [Q]^n \rightarrow \{0, 1, \ldots, n\}$ is the Hamming distance function.
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Proof. Consider a graph $G = (V,E)$ where the vertices are elements of $A$, and there is an edge between two vertices $x^{(n)}, x'^{(n)}$ if and only if $h(x^{(n)}, x'^{(n)}) \leq dn$. The maximal degree of a vertex in this graph is $\left( \frac{n}{dn} \right) Q^{dn}$. Thus, the size of the independent set in $G$ is at least $|A|/Q^{dn}$, and the vertices of this independent set satisfy the conditions on $A'$ in the lemma.

Now we can prove Theorem 7.2:

**Proof.** (Theorem 7.2) Let $W$ be chosen from the distribution $W_{Q,\epsilon}$ and let $A' \subseteq A, B' \subseteq B$ be the subsets whose existence is guaranteed by Lemma 7.2. Suppose $W, (A', B')$ satisfy the conditions in Lemma 7.1. Then Lemma 7.1 implies:

$$ R^{(0)}_{W,n} \geq \frac{1}{n} \log(|A'||B'|) $$

By Lemma 7.2:

$$ |A'| > \frac{|A|}{2nQ^{dn}} $$

$$ |B'| > \frac{|B|}{2nQ^{dn}} $$

And thus:

$$ R^{(0)}_{W,n} \geq \frac{1}{n} \log \left( \frac{|A'|}{|B'|} \right) $$

$$ \geq \frac{1}{n} \log \left( \frac{|A|}{2nQ^{dn}} \cdot \frac{|B|}{2nQ^{dn}} \right) $$

$$ \geq \frac{1}{n} \log \left( \frac{Q^{n(1-\delta_1)}}{2nQ^{dn}} \cdot \frac{Q^{n(1-\delta_2)}}{2nQ^{dn}} \right) $$

$$ = \frac{1}{n} (\left((qn(1-\delta_1) - n - qdn) + (qn(1-\delta_2) - n - qdn)\right)$$

$$ = (q(1-\delta_1) - 1 - qd) + (q(1-\delta_2) - 1 - qd) $$

$$ = q(2 - \delta_1 - \delta_2 - 2d - 2) $$

$$ = 2q \left( 1 - \left( \frac{\delta_1 + \delta_2}{2} + d \right) \right) - 2 $$

as Theorem 7.2 states.

Thus, it is left is to prove that $W, (A', B')$ satisfy the conditions in Lemma 7.1 with probability at least 1/2 (over $W_{Q,\epsilon}$). Recall that by Markov inequality (see proof of Proposition 4.2) if $X$ is a random variable that represents the number of “erasure” occurrences in $W$ then:

$$ \Pr [ X < 2\varepsilon Q^2 ] \geq \frac{1}{2}. $$

In other words, with probability at least 1/2 there are less than $2\varepsilon Q^2$ distinct values $(x, y) \in [Q] \times [Q]$ such that $W(x, y) = (\phi, \phi)$. Assume to the contrary that $W$ is
in Lemma 7.1, which in turn implies our assertion. Namely, that there exist \( x^{(n)}, x'^{(n)} \in A' \), \( y^{(n)}, y'^{(n)} \in B' \) such that \( x^{(n)} \neq x'^{(n)} \) and \( W_1^{(n)}(x^{(n)}, y^{(n)}) = W_1^{(n)}(x'^{(n)}, y'^{(n)}) \). By our definition of \( A' \) via Lemma 7.2, \( h(x^{(n)}, x'^{(n)}) > dn \). Namely \( x^{(n)}, x'^{(n)} \) differ in at least \( dn \) coordinates. Formally, this means that there exists an index set \( I \subseteq [n] \) of size \( dn \) such that for any \( i \in I \), \( x_i \neq x'_i \). By our assumption, \( W_1^{(n)}(x^{(n)}, y^{(n)}) = W_1^{(n)}(x'^{(n)}, y'^{(n)}) \) and in particular for \( i \in I \) it must be the case that

\[
W_1(x_i, y_i) = W_1(x'_i, y'_i) = \phi
\]

as otherwise the channel returns the identity value, which would imply \( x_i = W_1(x_i, y_i) = W_1(x'_i, y'_i) = x'_i \). Now, as \( A, B \) are \((d, 2\varepsilon)\)-diverse, so are \( A', B' \). Thus by definition,

\[
|\{(x_i, y_i) \mid i \in I\}| > 2\varepsilon Q^2
\]

By combining equations 8 and 9 we get that there are more than \( 2\varepsilon Q^2 \) distinct values \((x, y)\) such that \( W(x, y) = (\phi, \phi) \) in contradiction to our assumption on \( W \) above.

All in all, we conclude that with probability at least \( 1/2 \) there are less than \( 2\varepsilon Q^2 \) distinct values \((x, y) \in [Q] \times [Q] \) such that \( W(x, y) = (\phi, \phi) \), which implies the conditions in Lemma 7.1, which in turn implies our assertion.

We now tie \( \gamma \)-uniform set systems to \((d, \varepsilon)\)-diverse systems.

**Lemma 7.3.** If \( d > (1 + \gamma)\varepsilon \) then: \((A, B)\) is \( \gamma \)-uniform \( \Rightarrow \) \((A, B)\) is \((d, \varepsilon)\)-diverse.

**Proof.** Let \((x^{(n)}, y^{(n)}) \in [Q]^n \times [Q]^n\) be \( \gamma \)-uniform and \( I \subseteq [n] \) some index set of size \( dn \). A pair \((\alpha, \beta) \in [Q]^2\) can appear at most \((1 + \gamma)\frac{n}{\varepsilon} \) times in \((x^{(n)}, y^{(n)})\). Particularly, \(|\{(i, (x_i, y_i)) \mid (\alpha, \beta), i \in I\}| \leq (1 + \gamma)\frac{n}{\varepsilon} \). This means that \(|\{(i, (x_i, y_i)) \mid i \in I\}| \geq \frac{dn}{(1 + \gamma)\varepsilon^2} \). But if \( d > (1 + \gamma)\varepsilon \) then \( \frac{d}{1 + \gamma} Q^2 > \varepsilon Q^2 \), and thus \((x^{(n)}, y^{(n)})\) is \((d, \varepsilon)\)-diverse.

Finally, we conclude with the proof of Theorem 7.1:

**Proof.** (Theorem 7.1) The proof of Theorem 7.1 follows directly by combining Lemma 7.3 with Theorem 7.2.

### 7.2 Upper and lower bounds on \( \gamma \)-uniform set systems

The previous section presented a scheme to construct codes for channels \( W \) chosen at random from the distribution \( W_{Q, \varepsilon} \) based on \( \gamma \)-uniform set systems. We now attempt to better understand the parameters for which such set systems exist (and as a consequence what the implications are on \( R_{\gamma}^{(n)} \)). Our analysis is divided into several case studies that include binary alphabets \( Q = 2 \), general alphabets, the case in which \( \gamma = 0 \), and the case in which \( \gamma > 0 \). In our statements that follow, upper bounds will hold for every pair of sets \( A \) and \( B \), and lower bounds will hold for certain pairs we construct.

\[29\]
7.2.1 Bounds on zero-uniform set systems, $(\gamma = 0)$

In this section we will show the following bounds on sets $(A, B)$ which are zero-uniform.

When $Q = 2$:

$$\left(\frac{2}{n}\right)^2 2^n \leq |A||B| \leq 2^n$$

For other values of $Q$ (explicit details appear in the claims below):

$$\left(\frac{Q}{e\sqrt{n}}\right)^{Q(Q-1)} Q^n \leq |A||B| \leq Q^n$$

First, we study the case $Q = 2$. Below we list some basic properties of zero-uniform set systems in this case.

**Proposition 7.1.** Let $A \subseteq \{0, 1\}^n, B \subseteq \{0, 1\}^n$ be a zero-uniform pair. Then:

(i) $n$ is divisible by 4.

(ii) If $a \in A$ then $a$ contains $n/2$ zeroes and $n/2$ ones. Same for $b \in B$.

If $|A||B|$ is maximal then it also holds that:

(iii) $|A|$ and $|B|$ are even.

(iv) $|A||B| \geq 2 \cdot \left(\frac{n}{n/4}\right)^2$.

**Proof.** Note that a pair $(a, b) \in \{0, 1\}^n \times \{0, 1\}^n$ is zero-uniform if and only if each of the pairs $(0, 0), (0, 1), (1, 0), (1, 1)$ appears exactly $n/4$ times in it. Propositions (i) and (ii) easily follow. Now consider a bipartite balanced graph $G_n = (V_L \cup V_R, E)$ where $V_L$ and $V_R$ are vertices that represent elements in the set

$$\{u | u \in \{0, 1\}^n, u \text{ contains } n/2 \text{ zeroes and } n/2 \text{ ones}\}$$

and $(u, v) \in E$ if and only if $(u, v)$ is zero-uniform. Note that $|V_L| = |V_R| = \left(\frac{n}{n/4}\right)$, as it is the number of ways to distribute $n/2$ ones in $n$ places. Also every vertex in $G$ has the same degree, equal to $\left(\frac{n}{n/4}\right)^2$, as it is the number of ways to distribute $n/4$ ones to match $n/2$ ones × the number of ways to distribute $n/4$ ones to match $n/2$ zeroes. Finally note that a vertex $v$ and the vertex representing its bitwise inverse have the same neighbors. Thus given that $|A||B|$ is maximal, if $a \in A$ then its bitwise inverse is also in $A$, and the same for $b \in B$. Proposition (iii) now follows. For proposition (iv), take $A$ to be any $u$ in $V_L$ and its bitwise inverse, and take $B$ to be their neighbors in $V_R$. \qed

Note that the lower bound in Proposition 7.1 (iv) is tight for $n = 4$, but no longer tight for $n = 8$. To see that it is tight consider the graph $G_4$ (described in the proof of Proposition 7.1 above) and its complement in Figure 4 and Figure 5 respectively. As we can see from Figure 5, the maximal BPIS (which corresponds to a zero-uniform
set system) contains at most 2 vertices from one side and 4 vertices from the other, matching the bound of Proposition 7.1 (iv). For $n = 8$ however, consider the BPIS:

$A = \{00001111, 11110000, 00110011, 11001100, 00111100, 11000011\}$

$B = \{01010101, 10101010, 01010110, 10101001, 01011001, 10100110, 01100101, 10011010, 01100110, 10011001, 01101001, 10010110, 01101010, 10010101\}$

Its size is $6 \times 16 = 96$, which is higher than the given bound $2 \cdot \left(\frac{n}{2}\right)^2 = 72$.

**Proposition 7.2.** Let $n \geq 4$ be divisible by 4. There exists a zero-uniform pair $(A, B)$, $A \subseteq \{0, 1\}^n$, $B \subseteq \{0, 1\}^n$ such that $|A||B| \geq \left(\frac{n}{4}\right)^2 2^n$.

**Proof.** By Proposition 7.1 (iv), there exists a zero-uniform pair $(A, B)$, $A \subseteq \{0, 1\}^n$, $B \subseteq \{0, 1\}^n$ such that:

$$|A||B| \geq 2 \cdot \left(\frac{n}{2}\right)^2 n/4.$$

By Lemma A.3, we get:

$$|A||B| \geq 2 \cdot \left(\frac{n}{2}\right)^2 n/4 \geq 2 \cdot \frac{2^n}{n} = \left(\frac{2}{n}\right) 2^n.$$
Proposition 7.3. Let $Q \geq 2$ such that $n$ is divisible by $Q^2$. There exists a zero-uniform pair $A \subseteq [Q]^n, B \subseteq [Q]^n$ such that:

$$|A||B| \geq \left( \frac{Q}{e \sqrt{n}} \right)^{Q(Q-1)} Q^n.$$

Proof. Define $a^{(n)} \in [Q]^n$ to be:

$$a_i = \left\lceil \frac{Q_i}{n} \right\rceil$$

for all $1 \leq i \leq n$

Namely $a^{(n)}$ has the form $1^n 2^n \ldots Q^n$. Consider the sets $A \subseteq [Q]^n, B \subseteq [Q]^n$ where $A = \{a^{(n)}\}$ and $B$ is the maximal set such that $(A, B)$ is zero-uniform. Such $B$ can be obtained by distributing $\frac{n}{Q^2}$-s $(1 \leq j \leq Q)$ in each block of size $\frac{n}{Q^2}$. In each block we have $\left( \frac{n}{Q^2} \right)$ possibilities for distributing 1-s, $\left( \frac{n}{Q^2} \right)$ possibilities for distributing 2-s, etc.

Namely there are $\prod_{i=1}^{Q} \left( i \cdot \frac{n}{Q^2} \right)$ possibilities for each block. It holds that

$$|A||B| = |B| = \left( \prod_{i=1}^{Q} \left( i \cdot \frac{n}{Q^2} \right) \right)^Q$$

Notice that by Lemma A.4:

$$\prod_{i=1}^{Q} \left( i \cdot \frac{n}{Q^2} \right) > \left( \frac{Q}{e \sqrt{n}} \right)^{(Q-1)} \sqrt{Q} \cdot Q^n$$

And thus:

$$\left( \prod_{i=1}^{Q} \left( i \cdot \frac{n}{Q^2} \right) \right)^Q > \left( \frac{Q}{e \sqrt{n}} \right)^{Q(Q-1)} \left( \sqrt{Q} \cdot e \right) \cdot Q^n$$

For any $Q \geq 2$, $\sqrt{Q} > e$. Therefore, we get:

$$|A||B| = \left( \prod_{i=1}^{Q} \left( i \cdot \frac{n}{Q^2} \right) \right)^Q > \left( \frac{Q}{e \sqrt{n}} \right)^{Q(Q-1)} \cdot Q^n$$

as claimed. \(\square\)

Remark 7.1. We could improve the bound in Proposition 7.3 by a factor of $Q!$ by setting $A$ to contain all elements “isomorphic” to $a^{(n)}$ as well. Those elements are obtained by rearranging the $\frac{n}{Q^2}$-sized blocks of $a^{(n)}$. We omit the improved bound for the sake of clarity.

Theorem 7.3. If $A \subseteq \{0, 1\}^n, B \subseteq \{0, 1\}^n$ is a zero-uniform pair then $|A||B| \leq 2^n$. 
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Below we describe two proofs, marked A and B. Proof A is our own, and Proof B is a corollary of a theorem we discovered later.

**Proof A.** First, notice that instead of considering the alphabet \( \{0, 1\} \) we can consider the alphabet \( \{-1, 1\} \). This does not affect the definition of zero-uniformity, or the sizes of \( A \) and \( B \), since there is a one-to-one mapping between elements over those alphabets, explicitly \( x \rightarrow 1 - 2x \). This transition allows us to state the following: if \((x, y)\) is zero-uniform then \(x \cdot y = 0\), where the dot stands for the dot product. This follows from simple and standard calculations. Now, consider the subspaces \( A_1 = \text{span}(A), B_1 = \text{span}(B) \) in \( \mathbb{R}^n \). Those subspaces are orthogonal, and hence \( \dim(A_1) + \dim(B_1) \leq n \). Now, let \( A_2 = A_1 \cap \{-1, 1\}^n \) and \( B_2 = B_1 \cap \{-1, 1\}^n \). Clearly \( |A_2| \geq |A| \) and \( |B_2| \geq |B| \). If \( |A_2| \leq 2^{\dim(A_1)} \) and \( |B_2| \leq 2^{\dim(B_1)} \) as we prove below then \( |A||B| \leq |A_2||B_2| \leq 2^{\dim(A_1)} \cdot 2^{\dim(B_1)} = 2^{\dim(A_1) + \dim(B_1)} \leq 2^n \), as required.

All is left, is to prove that for a subspace \( \alpha \) of dimension \( l \) in \( \mathbb{R}^n \), the intersection of \( \alpha \) with \( \{-1, 1\}^n \) is of size at most \( 2^l \). Then, setting \( \alpha \) to be \( A_1 \) or \( B_1 \) and \( l = \dim(A_1) \) or \( l = \dim(B_1) \) accordingly, will conclude the proof of the lemma. Assume \( S = \alpha \cap \{-1, 1\}^n \) is of size \( \geq 2^l + 1 \). In that case, we claim that \( \alpha \) has at least \( l + 1 \) linearly independent vectors of the form \( u - v \) for some \( u, v \in S \), in contradiction to the fact that \( \dim(\alpha) = l \).

**Basis:** \( l = 1 \). If \( |S| \geq 3 \), then there exist \( u, v, w \in S \), such that \( u_i = v_i \neq w_i \) at some coordinate \( i \) (this follows from the fact that there are only two possible values at each coordinate, and the vectors should differ in at least one coordinate). Thus, \( u - v \) and \( w - v \) are linearly independent vectors in \( \alpha \), and the claim holds.

**Inductive step:** Assume the claim holds for \( l = t \), and consider \( l = t + 1 \), i.e. \( |S| \geq 2^{t+1} + 1 \). Let:

\[
S_{t-1} = \{ u \mid u \in S, u_i = -1 \}
\]
\[
S_{t} = \{ u \mid u \in S, u_i = 1 \}
\]

As before, there is a coordinate \( i \) for which \( S_{t-1} \) and \( S_{t} \) are both not empty. Denote those sets by \( S_1 \) and \( S_2 \) such that \( |S_1| \geq |S_2| > 0 \). Note that \( |S_1| \geq \lceil \frac{2^t+1}{2} \rceil = 2^t + 1 \), since \( S_1 \cup S_2 = S \) and \( |S| \geq 2^{t+1} + 1 \). Thus, by the induction hypothesis, there are at least \( t + 1 \) linearly independent vectors of the form \( u - v \) where \( u, v \in S_1 \). On the other hand, the vector \( w - v \) for \( v \in S_1, w \in S_2 \) is linearly independent of all vectors \( u - v \) where \( u, v \in S_1 \), thus there are at least \( t + 2 \) linearly independent vectors in \( S \).

**Proof B.** Consider the following theorem:

**Theorem 7.4.** [8, Theorem 2.5.3] Let \( A \subseteq \{0, 1\}^n \), \( B \subseteq \{0, 1\}^n \) and let \( \cdot \) be the dot product operation. If for any \( x \in A \), \( y \in B \) it holds that \( x \cdot y \) is even, then \( |A||B| \leq 2^n \). If for any \( x \in A \), \( y \in B \) it holds that \( x \cdot y \) is odd, then \( |A||B| \leq 2^{n-1} \).

Let \( A \subseteq \{0, 1\}^n \), \( B \subseteq \{0, 1\}^n \) be zero-uniform, and consider some zero-uniform pair \((x, y) \in A \times B\). In \((x, y)\) there are exactly \( \frac{n}{4} \) \((1, 1)\) pairs, thus \( x \cdot y = \frac{n}{4} \) which is
even when \( n \) is divisible by 8 and odd otherwise. In particular, by the theorem above:
\[ |A||B| \leq 2^n. \]

It turns out that Theorem 7.3 can be generalized, as demonstrated by the following theorem.

**Theorem 7.5.** Let \( Q \) be a prime. If \( A \subseteq [Q]^n, B \subseteq [Q]^n \) is a zero-uniform pair then
\[ |A||B| \leq Q^n. \]

**Proof.** For \( Q = 2 \) this is exactly Theorem 7.3 above. For \( Q \geq 3 \), we can use, without loss of generality, \( GF(Q) \) instead of \([Q]\). So let \( A \subseteq GF(Q)^n, B \subseteq GF(Q)^n \) be a zero-uniform pair. The structure of the proof is similar to Proof A for Theorem 7.3. First we claim that if \((x, y) \in A \times B\) is zero uniform, then \(x \cdot y \equiv 0 \pmod{Q}\), where \(\cdot\) is the dot product.

This is because every pair \((i, j) \in GF(Q) \times GF(Q)\) must appear exactly \(\frac{n}{Q^2}\) times in \((x, y)\), and thus:

\[
x \cdot y = \frac{n}{Q^2} \cdot \sum_{i=0}^{Q-1} \sum_{j=0}^{Q-1} i \cdot j
\]

\[
= \frac{n}{Q^2} \cdot \sum_{i=1}^{Q-1} \sum_{j=1}^{Q-1} i \cdot j
\]

\[
= \frac{n}{Q^2} \cdot \frac{Q(Q - 1)}{2} \cdot \frac{Q(Q - 1)}{2}
\]

\[
= n \cdot \left( \frac{Q - 1}{2} \right)^2
\]

For \( Q \geq 3 \) prime, the term \(\frac{Q - 1}{2}\) is an integer, and since \( n \) is divisible by \( Q \) (by our definition of zero-uniform) it follows that \( x \cdot y \) is divisible by \( Q \), i.e., \( x \cdot y \equiv 0 \pmod{Q} \).

Now, consider the subspaces \( A_1 = span(A), B_1 = span(B) \) in \( GF(Q)^n \). Those subspaces are orthogonal, and hence \( dim(A_1) + dim(B_1) \leq n \). Clearly \( |A_1| \geq |A| \) and \( |B_1| \geq |B| \). If \( |A_1| \leq Q^{dim(A_1)} \) and \( |B_1| \leq Q^{dim(B_1)} \) then \( |A||B| \leq |A_1||B_1| \leq Q^{dim(A_1) \cdot dim(B_1)} = Q^{dim(A_1) + dim(B_1)} \leq Q^n \), as required. And indeed, given a base \(v_1, v_2, ..., v_{dim(A_1)}\) for \( A_1 \), \( A_1 \) contains elements of the form \(\sum_{i=1}^{dim(A_1)} \alpha_i v_i\). Since \( \alpha_i \in \{0, 1, ..., Q-1\} \) this means that there are at most \( Q^{dim(A_1)} \) different elements in \( A_1 \), as needed. The proof for \( B_1 \) is identical, and thus we conclude the proof of the theorem. \( \square \)

### 7.2.2 Bounds on \( \gamma \)-uniform set systems \((\gamma > 0)\)

The following lemmas present both upper and lower bounds on the size of \( \gamma \)-uniform set systems for \( \gamma > 0 \). After we present our bounds we will elaborate on their implication.
on Theorem 7.1. As before we study the case of $Q = 2$ and more general values of $Q$. In this section we will present the following bounds on sets $(A, B)$ which are $\gamma$-uniform.

When $Q = 2$:

$$\frac{2}{n(n+1)} \cdot 2^{(1+H(\frac{1}{2}))n} \leq |A||B| \leq \min\left(2^{(1+\frac{\gamma}{2}+H(\frac{1}{2}))n}, 2^{2H(\frac{1+\gamma}{2})n}\right)$$

where $H$ is the binary entropy function. Note that the upper bound of $2^{(1+\frac{\gamma}{2}+H(\frac{1}{2}))n}$ is tighter for small values of $\gamma$ (approximately $\gamma < 0.36$), while the upper bound of $2^{2H(\frac{1+\gamma}{2})n}$ is tighter for larger values of $\gamma$, see Figure 6 for comparison of the factor in the exponent.

Figure 6: Factor of $n$ in our upper bounds for $Q = 2$ case.

For other values of $Q$ (explicit details appear in the claims below):

$$\left(\frac{1}{n+1}\right) \left(\frac{Q}{e\sqrt{n}}\right)^{Q(Q-1)} Q^{\left(1+\frac{\log(Q-1)}{Q}\right) \frac{1}{Q} + \frac{1}{Q} H\left(\frac{1}{Q}\right)}n \leq |A||B| \leq \min\left((2Q)^{(1+\frac{\gamma}{2}+H(\frac{1}{2}))n}, (2Q)^{2H(\frac{1+\gamma}{2})n}\right)$$

We start with the case $Q = 2$. 35
Proposition 7.4. Let $0 < \gamma < 2$. Let $n$ be divisible by 4. There exists a $\gamma$-uniform pair $A \subseteq \{0, 1\}^n$, $B \subseteq \{0, 1\}^n$ such that:

$$|A||B| \geq \frac{2}{n(n+1)} \cdot 2^{(1+H(\frac{\gamma}{4}))n}.$$ 

where $H$ is the binary entropy function.

Proof. Define $a^{(n)}$, $\bar{a}^{(n)} \in \{0, 1\}^n$ to be:

$$a_i = \begin{cases} 0 & \text{if } i \leq \frac{n}{2} \\ 1 & \text{otherwise} \end{cases}$$

$$\bar{a}_i = \begin{cases} 0 & \text{if } i > \frac{n}{2} \\ 1 & \text{otherwise} \end{cases}$$

Namely $a^{(n)}$ has the form $0^{\frac{n}{2}}1^{\frac{n}{2}}$ and $\bar{a}^{(n)}$ is its bitwise inverse and has the form $1^{\frac{n}{2}}0^{\frac{n}{2}}$. Consider the sets $A' \subseteq \{0, 1\}^n$, $B \subseteq \{0, 1\}^n$ where $A' = \{a^{(n)}, \bar{a}^{(n)}\}$ and $B$ is the maximal set such that $(A', B)$ is zero-uniform. As we have seen in our proof of Proposition 7.1 (iv):

$$|A'||B| = 2 \cdot \left(\frac{n}{2}\right)^2$$

since such $B$ can be obtained by selecting $y^{(n)}$-s that have exactly $\frac{n}{4}$ zeroes in the range $y_1 \ldots y_{\frac{n}{4}}$ and exactly $\frac{n}{4}$ zeroes in the range $y_{\frac{n}{4}+1} \ldots y_n$.

Let $A = \{x^{(n)} | \min(d(x^{(n)}, a^{(n)}), d(x^{(n)}, \bar{a}^{(n)})) \leq \frac{n}{4}\}$, where $d$ is the Hamming distance. It holds that $(A, B)$ is $\gamma$-uniform (as each $x^{(n)}$ in $A$ is close to either $a^{(n)}$ or $\bar{a}^{(n)}$). Since $\gamma < 2$:

$$|A||B| = 2 \cdot \left(\frac{n}{2}\right)^2$$

Using the lower bounds (see, e.g., Lemma A.3 for the first one and [23, Lemma 9.2] for the second inequality):

$$\sum_{i \leq \frac{n}{4}} \binom{n}{i} 2^{i} \geq \frac{2^n}{n}$$

$$\sum_{i \leq \frac{n}{4}} \binom{n}{i} \geq \frac{2^{H(\frac{\gamma}{4})n}}{n+1}$$

We obtain the bound of Proposition 7.4:

$$|A||B| > \frac{2}{n(n+1)} \cdot 2^{(1+H(\frac{\gamma}{4}))n}.$$
Proposition 7.5. Let \( Q \geq 3 \) such that \( n \) is divisible by \( Q^2 \). For \( \gamma \leq Q^2/2 \) there exists a \( \gamma \)-uniform pair \( A \subseteq [Q]^n, B \subseteq [Q]^n \) such that:

\[
|A||B| \geq \left( \frac{1}{n+1} \right) \left( \frac{Q}{e\sqrt{n}} \right)^{Q(Q-1)} Q^n \left( 1 + \frac{\log(Q-1)}{\log Q} - \frac{1}{\log Q^2} \cdot H\left( \frac{\gamma}{Q^2} \right) \right).
\]

**Proof.** We use the same techniques used in Propositions 7.3 and 7.4. As in Proposition 7.3, define \( a^{(n)} \in [Q]^n \) to have the form \( 1^\frac{n}{Q^2} 2^\frac{n}{Q^2} \ldots Q^\frac{n}{Q^2} \). Similar to Proposition 7.4, define \( A = \{ x^{(n)} \mid d(x^{(n)}, a^{(n)}) \leq \frac{n}{Q^2} \} \), where \( d \) is the Hamming distance, and define \( B \) to be the maximal set such that \((A, B)\) is \( \gamma \)-uniform.

Notice that:

\[
|A| = \sum_{i \leq \frac{n}{Q^2}} \left( \binom{n}{i} (Q-1)^i \right) \geq \left( \frac{n}{Q^2} \right)^{\frac{n}{Q^2}} (Q-1)^{\frac{n}{Q^2}} \geq \left( \frac{2^H\left( \frac{\gamma}{Q^2} \right)^n}{n+1} \right) (Q-1)^{\frac{n}{Q^2}}
\]

Also recall that:

\[
|B| = \left( \prod_{i=1}^{Q} \left( \frac{i \cdot \frac{n}{Q^2}}{\frac{n}{Q^2}} \right)^{i} \right)^{Q} \geq \left( \frac{Q}{e\sqrt{n}} \right)^{Q(Q-1)} Q^n.
\]

Thus:

\[
|A||B| \geq \left( \frac{2^H\left( \frac{\gamma}{Q^2} \right)^n}{n+1} \right) (Q-1)^{\frac{n}{Q^2}} \left( \frac{Q}{e\sqrt{n}} \right)^{Q(Q-1)} Q^n
\]

\[
= \left( \frac{1}{n+1} \right) \left( \frac{Q}{e\sqrt{n}} \right)^{Q(Q-1)} Q^n \left( 1 + \frac{\log(Q-1)}{\log Q} - \frac{1}{\log Q^2} \cdot H\left( \frac{\gamma}{Q^2} \right) \right)
\]

as claimed. \(\square\)

We now address upper bounds on the size of \( |A||B| \). We start with the binary case and present two upper bounds.

**Theorem 7.6.** Let \( A \subseteq \{0,1\}^n, B \subseteq \{0,1\}^n \) be \( \gamma \)-uniform (\( \gamma \leq 1 \)). Then:

\[
|A||B| \leq 2^{2H\left( \frac{\gamma}{Q} \right)n}.
\]

In order to prove Theorem 7.6 we need an additional lemma.

**Lemma 7.4.** For any \( A \subseteq \{0,1\}^n, B \subseteq \{0,1\}^n \) it holds that:

\[
|A||B| \leq |A \lor B||A \land B|
\]

where \( \lor \) and \( \land \) represent bitwise OR and AND respectively and

\[
A \lor B = \{ x^{(n)} \lor y^{(n)} \mid x^{(n)} \in A, y^{(n)} \in B \};
\]

\[
A \land B = \{ x^{(n)} \land y^{(n)} \mid x^{(n)} \in A, y^{(n)} \in B \}.
\]

**Theorem 7.7.** ([2], Theorem 6.1.1) Suppose \( n \geq 1 \) and put \( N = \{1, 2, \ldots, n\} \). Let \( P(N) \) denote the set of all subsets of \( N \), and let \( \mathbb{R}^+ \) denote the set of nonnegative real numbers. For a function \( f : P(N) \to \mathbb{R}^+ \) and for a family \( A \) of subsets of \( N \) denote \( f(A) = \sum_{X \in A} f(X) \). For two families \( A \) and \( B \) of subsets of \( N \) define

\[
A \cup B = \{ X \cup Y \mid X \in A, Y \in B \}
\]

\[
A \cap B = \{ X \cap Y \mid X \in A, Y \in B \}
\]

Let \( \{f_i\}_{i=1}^4 : P(N) \to \mathbb{R}^+ \) be four functions from the set of all subsets of \( N \) to the nonnegative reals. If, for every two subsets \( X, Y \subseteq N \) the inequality

\[
f_1(X)f_2(Y) \leq f_3(X \cup Y)f_4(X \cap Y)
\]

holds, then, for every two families of subsets \( A, B \subseteq P(N) \),

\[
f_1(A)f_2(B) \leq f_3(A \cup B)f_4(A \cap B).
\]

Note that \( x^{(n)} \in A \) can be regarded as a characteristic vector of a set \( X \in P(N) \) (and similarly for \( y^{(n)} \in B \)). Thus, our sets \( A, B \subseteq \{0, 1\}^n \) correspond to the families \( A, B \subseteq P(N) \). Now, let us set for any \( X \in P(N) \) and all \( i \), \( f_i(X) = 1 \). Then, for any family \( A \subseteq P(N) \) and all \( i \), \( f_i(A) = |A| \). Clearly, the condition of the theorem holds, since we get 1 in both sides of the inequality. Thus, we get that for any \( A, B \subseteq P(N) \), \( |A||B| \leq |A \cup B||A \cap B| \), which is equivalent to \( |A||B| \leq |A \cup B||A \cap B| \) for any \( A, B \subseteq \{0, 1\}^n \) in our notation (since union and intersection of sets of \( P(N) \) correspond to bitwise OR and bitwise AND of their characteristic vectors). \(\square\)

Now we can prove Theorem 7.6.

**Proof.** (Theorem 7.6)

Note that since \( A, B \) are \( \gamma \)-uniform the number of \((1, 1)\) pairs that appear in any \((x^{(n)}, y^{(n)}) \in A \times B \) is between \( \lceil (1-\gamma) \frac{n}{2} \rceil \) and \( \lfloor (1+\gamma) \frac{n}{2} \rfloor \). This means that \( \lceil (1-\gamma) \frac{n}{2} \rceil \leq |x^{(n)} \wedge y^{(n)}| \leq \lfloor (1+\gamma) \frac{n}{2} \rfloor \). By the definitions in Lemma 7.4, \( |A \wedge B| \) contains all distinct intersections \( x^{(n)} \wedge y^{(n)} \) (when \( x^{(n)} \) and \( y^{(n)} \) are ranged in \( A \) and \( B \) respectively). Thus,

\[
|A \wedge B| \leq \sum_{i=\lceil (1-\gamma) \frac{n}{2} \rceil}^{\lfloor (1+\gamma) \frac{n}{2} \rfloor} \binom{n}{i}.
\]

In a complement manner, the number of non-(0, 0) pairs that appear in any \((x^{(n)}, y^{(n)}) \in A \times B \) is between \( n - \lceil (1-\gamma) \frac{n}{2} \rceil \) and \( n - \lfloor (1+\gamma) \frac{n}{2} \rfloor \). This means that \( n - \lceil (1-\gamma) \frac{n}{2} \rceil \leq
\[|x^{(n)} \lor y^{(n)}| \leq n - [(1 + \gamma)^{\frac{n}{2}}] \]

Similarly, by definitions in Lemma 7.4,

\[
|A \lor B| \leq \sum_{i=n-[(1-\gamma)^{\frac{n}{2}}]}^{n-[(1+\gamma)^{\frac{n}{2}}]} \binom{n}{i} = \sum_{i=n-[(1+\gamma)^{\frac{n}{2}}]}^{n-[(1-\gamma)^{\frac{n}{2}}]} \binom{n}{n-i} = \sum_{i=0}^{[(1+\gamma)^{\frac{n}{2}}]} \binom{n}{i}.
\]

As \(\gamma \leq 1\), it holds that \([(1-\gamma)^{\frac{n}{2}}] \geq 0\) and \([(1+\gamma)^{\frac{n}{2}}] \leq \lfloor \frac{1}{2}n \rfloor\). By Lemma A.2 we get:

\[
\sum_{i=0}^{\lfloor (1+\gamma)^{\frac{n}{4}} \rfloor} \binom{n}{i} \leq \sum_{i=0}^{\lfloor (1-\gamma)^{\frac{n}{4}} \rfloor} \binom{n}{i} \leq 2^H(\frac{1+\gamma}{4})^n.
\]

Putting it all together, by Lemma 7.4 and our bounds above:

\[
|A||B| \leq |A \lor B||A \land B| \leq \left( \sum_{i=0}^{\lfloor (1-\gamma)^{\frac{n}{4}} \rfloor} \binom{n}{i} \right)^2 \leq \left( 2^H(\frac{1+\gamma}{4})^n \right)^2 = 2^{2H(\frac{1+\gamma}{4})n}.
\]

Our second upper bound for the case \(Q = 2\) follows from restating the results from [25, Corollary 3.5].

**Theorem 7.8.** [25, Corollary 3.5] Let \(A \subseteq [2]^n, B \subseteq [2]^n\) be \(\gamma\)-uniform (\(\gamma \leq 2\)). Then:

\[
|A||B| \leq \left( \frac{n}{2^n} \right)^{2n(1+\frac{\gamma}{4})} \leq 2^{n(1+\frac{\gamma}{4}+H(\frac{\gamma}{4}))}
\]

We now address the case of general \(Q\). Our next theorem provides the upper bound for this case, given the upper bound for \(Q = 2\). Its corollary below follows from plugging in the bounds of Theorems 7.6 and 7.8.

**Theorem 7.9.** Let \(A \subseteq [Q]^n, B \subseteq [Q]^n\) be \(\gamma\)-uniform with \(Q = 2^l\). In addition, let \(\alpha\) be such that for any \(\gamma\)-uniform pair \(A' \subseteq [2]^n, B' \subseteq [2]^n\) it holds that \(|A'||B'| \leq 2^{\alpha n}\). Then:

\[
|A||B| \leq \left\{ \begin{array}{ll}
(2^{|Q|})^{an} & \text{if } Q \text{ is even} \\
(2^{|Q|})^{\frac{an}{2}} & \text{if } Q \text{ is odd}
\end{array} \right.
\]
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Corollary 7.1. Let $A \subseteq [Q]^n, B \subseteq [Q]^n$ be $\gamma$-uniform with $Q = 2^q$, $\gamma \leq 1$. Then:

$$|A||B| \leq \min \left( (2Q)^{(1+\log Q)}n, (2Q)^{2H(\frac{1}{2})}n \right)$$

In order to prove Theorem 7.9 we need a few other lemmas. The next two lemmas provide a framework for creating a reduction (in our upper bound) from any $Q$ to $Q = 2$.

Lemma 7.5. Let $Q \geq 2$ be even and let $f, g : [Q] \to \{0, 1\}^{\log Q}$ be any functions such that for any $1 \leq i \leq \log Q$ it holds that

$$|\{x \in [Q] \mid f(x)_i = 0\}| = \frac{Q}{2}$$
$$|\{y \in [Q] \mid g(y)_i = 0\}| = \frac{Q}{2}$$

Define functions $f^{(n)}, g^{(n)} : [Q]^n \to \{0, 1\}^{\log Q}$ to be

$$f^{(n)}(x^{(n)}) = f(x^{(n)}_1)f(x^{(n)}_2)\ldots f(x^{(n)}_n)$$
$$g^{(n)}(y^{(n)}) = g(y^{(n)}_1)g(y^{(n)}_2)\ldots g(y^{(n)}_n)$$

Let $A \subseteq [Q]^n, B \subseteq [Q]^n$ and define subsets $A' \subseteq \{0, 1\}^{\log Q}n, B' \subseteq \{0, 1\}^{\log Q}n$ to be

$$A' = \{f^{(n)}(x^{(n)}) \mid x^{(n)} \in A\}$$
$$B' = \{g^{(n)}(y^{(n)}) \mid y^{(n)} \in B\}$$

If $A, B$ are $\gamma$-uniform then $A', B'$ are $\gamma$-uniform.

Proof. Let $f, g$ be functions as in the Lemma. For any $1 \leq i \leq \log Q$ and some $(\alpha, \beta) \in \{0, 1\}^2$ let us define $S_{f, g, i}(\alpha, \beta) = \{(x, y) \in [Q]^2 \mid (f(x)_i, g(y)_i) = (\alpha, \beta)\}$. Namely, $S_{f, g, i}(\alpha, \beta)$ is the set of pairs in $[Q]^2$ that "generate" the pair $(\alpha, \beta)$ at position $i$, with respect to functions $f$ and $g$. Note that the restrictions on $f, g$ in the Lemma imply that $|S_{f, g, i}(\alpha, \beta)| = Q^2/4$.

Let $A, B$ be $\gamma$-uniform, $(x^{(n)}, y^{(n)}) \in A \times B$ and consider the number of times a pair $(\alpha, \beta) \in \{0, 1\}^2$ appears in $(f^{(n)}(x^{(n)}), g^{(n)}(y^{(n)}))$. It is equal to

$$\sum_{i=1}^{\log Q} \sum_{(x, y) \in S_{f, g, i}(\alpha, \beta)} |\{k \in [n] : (x^{(n)}_k, y^{(n)}_k) = (x, y)\}| \quad (10)$$

Since $(x^{(n)}, y^{(n)})$ is $\gamma$-uniform, $|\{k \in [n] : (x^{(n)}_k, y^{(n)}_k) = (x, y)\}|$ is bounded by $(1 \pm \gamma)\frac{n}{Q^2}$. Thus, Expression 10 is bounded by $\log Q \cdot \frac{Q^2}{4} \cdot (1 \pm \gamma)\frac{n}{Q^2} = (1 \pm \gamma)\frac{\log Q^n}{4}$. Hence $(f^{(n)}(x^{(n)}), g^{(n)}(y^{(n)}))$ is $\gamma$-uniform. \qed
Lemma 7.6. Let $Q \geq 3$ be odd and let $f, g : [Q] \rightarrow \{0, 1\}^{\lceil \log_Q Q \rceil}$ be any functions where for any $0 \leq i < \lceil \frac{\log_Q Q}{4} \rceil$ there exist distinct $j_1, j_2, j_3, j_4 \in [4]$ such that it holds that

$$|\{x \in [Q] \mid f(x)_{4i+j_1} = 0\}| = \left\lceil \frac{Q}{2} \right\rceil \quad \text{and} \quad |\{y \in [Q] \mid g(y)_{4i+j_2} = 0\}| = \left\lceil \frac{Q}{2} \right\rceil$$

Thus, Expression 11 is bounded by

$$\left\lceil \frac{Q}{2} \right\rceil$$

Define functions $f^{(n)}, g^{(n)} : [Q]^n \rightarrow \{0, 1\}^{\lceil \log_Q Q \rceil n}$ to be

$$f^{(n)}(x^{(n)}) = f(x_1^{(n)}) f(x_2^{(n)}) \ldots f(x_n^{(n)})$$

$$g^{(n)}(y^{(n)}) = g(y_1^{(n)}) g(y_2^{(n)}) \ldots g(y_n^{(n)})$$

Let $A \subseteq [Q]^n, B \subseteq [Q]^n$ and define subsets $A' \subseteq \{0, 1\}^{\lceil \log_Q Q \rceil n}, B' \subseteq \{0, 1\}^{\lceil \log_Q Q \rceil n}$ to be

$$A' = \{f^{(n)}(x^{(n)}) \mid x^{(n)} \in A\}$$

$$B' = \{g^{(n)}(y^{(n)}) \mid y^{(n)} \in B\}$$

If $A, B$ are $\gamma$-uniform then $A', B'$ are $\gamma$-uniform.

Proof. Let $f, g$ be functions as in the Lemma. For any $0 \leq i < \lceil \frac{\log_Q Q}{4} \rceil$, $j \in [4]$ and some $(\alpha, \beta) \in \{0, 1\}^2$ let us define $S_{f,g,i,j}(\alpha, \beta) = \{(x, y) \in [Q]^2 \mid (f(x)_{4i+j}, g(y)_{4i+j}) = (\alpha, \beta)\}$. Namely, $S_{f,g,i,j}(\alpha, \beta)$ is the set of pairs in $[Q]^2$ that “generate” the pair $(\alpha, \beta)$ at position $4i+j$, with respect to functions $f$ and $g$. Note that the restrictions on $f, g$ in the Lemma imply that $\sum_{j=1}^{4} |S_{f,g,i,j}(\alpha, \beta)| = Q^2$.

Let $A, B$ be $\gamma$-uniform, $(x^{(n)}, y^{(n)}) \in A \times B$ and consider the number of times a pair $(\alpha, \beta) \in \{0, 1\}^2$ appears in $(f^{(n)}(x^{(n)}), g^{(n)}(y^{(n)}))$. It is equal to

$$\sum_{0 \leq i < \lceil \frac{\log_Q Q}{4} \rceil} \sum_{j=1}^{4} \sum_{(x,y) \in S_{f,g,i,j}(\alpha, \beta)} \left| \{k \in [n] \mid (x_k^{(n)}, y_k^{(n)}) = (x,y)\} \right| \quad \text{(11)}$$

Since $(x^{(n)}, y^{(n)})$ is $\gamma$-uniform, $|\{k \in [n] \mid (x_k^{(n)}, y_k^{(n)}) = (x,y)\}|$ is bounded by $(1 \pm \gamma)\frac{n}{Q^2}$. Thus, Expression 11 is bounded by

$$\lceil \frac{\log_Q Q}{4} \rceil \cdot Q^2 \cdot (1 \pm \gamma)\frac{n}{Q^2} = (1 \pm \gamma)\frac{\log_Q Q}{4} \cdot n = (1 \pm \gamma)\frac{4\log_Q Q}{4^n}. \text{ Hence } (f^{(n)}(x^{(n)}), g^{(n)}(y^{(n)})) \text{ is } \gamma \text{-uniform.}$$

Now we can prove Theorem 7.9.
Proof. (Theorem 7.9) Let $A \subseteq [Q]^n, B \subseteq [Q]^n$ be $\gamma$-uniform. For $Q = 2$, the upper bound holds trivially by the conditions of the theorem. The upper bounds for other $Q$-s, even or odd, are obtained by constructing $A', B'$ via Lemma 7.5 or Lemma 7.6 respectively, and then by using the upper bound of the theorem’s condition on $|A'||B'|$.

All that remains is to prove the existence of $f, g$ that satisfy the conditions of Lemma 7.5 or Lemma 7.6 and are injective.

Indeed, for the even $Q \geq 4$ define $f$ greedily in the following way: let $P = \{P_1, P_2, \ldots, P_{\frac{Q}{2}}\}$ be any partition of $[Q]$ such that $|P_i| = 2$ (for any $i$). For each $P_i = \{v_1, v_2\}$ set $f(v_1)$ to any previously unused value $w \in \{0, 1\}^{\lfloor \frac{Q}{2} \rfloor}$, and set $f(v_2)$ to the bitwise inverse of $w$ (0-s replaced with 1-s and 1-s replaced with 0-s). Also set $g = f$. It is easy to see that $f, g$ satisfy the conditions of Lemma 7.5 and are injective.

For the odd $Q \geq 3$, define $f, g$ in the following manner: let 
\[
P = \{P_1, P_2, \ldots, P_{\frac{Q}{2}}, P_{\frac{Q}{2}+1}\}
\]
\[
P' = \{P'_1, P'_2, \ldots, P'_{\frac{Q}{2}}, P'_{\frac{Q}{2}+1}\}
\]
be two partitions of $[Q]$ such that 
\[
|P_i| = |P'_i| = \begin{cases} 
1 & \text{if } i = \frac{Q}{2} \\
2 & \text{otherwise}
\end{cases}
\]
For each $P_i = \{v_1, v_2\}$ ($1 \leq i \leq \frac{Q}{2}$), set $f(v_1)$ to any previously unused value $w \in \{0, 1\}^{\lfloor \frac{Q}{2} \rfloor}$, such that $w$ is not one of the two alternating strings in the set $\{0101 \ldots 0101, 1010 \ldots 0101\}$, and set $f(v_2)$ to the bitwise inverse of $w$. For $P_{\frac{Q}{2}} = \{v_1\}$, set $f(v_1) = 0101 \ldots 0101$.

Similarly, for each $P'_i = \{v_1, v_2\}$ ($1 \leq i \leq \frac{Q}{2}$), set $g(v_1)$ to any previously unused value $w \in \{0, 1\}^{\lfloor \frac{Q}{2} \rfloor}$, such that $w \notin \{0110 \ldots 0110, 1001 \ldots 1001\}$, and set $g(v_2)$ to the bitwise inverse of $w$. For $P'_{\frac{Q}{2}} = \{v_1\}$, set $g(v_1) = 0110 \ldots 0110$.

To see that the conditions are satisfied, observe that for function $f$ we have 
\[
|\{x \in [Q] \mid f(x)_j = 0\}| = \begin{cases} 
\frac{Q}{2} & \text{if } j \text{ is odd} \\
\frac{Q}{4} & \text{otherwise}
\end{cases}
\]
and for function $g$ we have 
\[
|\{y \in [Q] \mid g(y)_j = 0\}| = \begin{cases} 
\frac{Q}{2} & \text{if } j = 4i \text{ or } j = 4i + 1 \text{ for any } i \geq 0 \\
\frac{Q}{4} & \text{otherwise}
\end{cases}
\]
It is now easy to see that the conditions of Lemma 7.6 are satisfied for $j_1 = 2, j_2 = 1, j_3 = 3, j_4 = 4$, and clearly $f, g$ are injective.

\subsection{Implications on $\mathcal{R}^{(0)}_W$}

In this section we study the implications of our analysis of $\gamma$-uniform and $(d, \varepsilon)$-diverse set systems on the rate $\mathcal{R}^{(0)}_W$ as expressed in Theorem 7.1 and Theorem 7.2. Specifically,
we “plug in” the upper and lower bounds obtained in the previous sections to obtain upper and lower bounds on $R_W^{(0)}$ based on our suggested encoding scheme. As we will see, the upper and lower bounds presented above combined with Theorem 7.1 do not resolve the question whether $R_W^{(0)}$ is greater than $q$. Namely, we show that the lower bound on $\gamma$-uniform set systems do not imply that $R_W^{(0)} > q$. In addition, to put our results in context, we also show that an optimistic assumption that there exist $\gamma$-uniform set systems that match the upper bound of the previous section will indeed imply that $R_W^{(0)} > q$, however our upper bound may be loose and such set systems are not known to exist. All in all, even though we cannot conclude any bounds on the value of $R_W^{(0)}$ for our channels $W \in W_{Q,\varepsilon}$, we believe that the concept of $\gamma$-uniform set systems is an interesting one and that a better understanding of bounds for such systems may give a better understanding on the value of $R_W^{(0)}$.

**Claim 7.1.** Let $\varepsilon \geq \frac{1}{4}$. In this case, Theorem 7.2 will not imply $R_W^{(0)} > q$.

In order to prove this, we first need the following lemma:

**Lemma 7.7.** Let $(x, y) \in [Q]^n \times [Q]^n$ be a $(d, \varepsilon)$-diverse pair. Then:

$$d \geq \varepsilon - \frac{1}{Q^2} + \frac{1}{n}$$

**Proof.** Consider the pairs $(\alpha, \beta) \in [Q] \times [Q]$ that appear in $(x, y)$ sorted in descending order by the number of their appearances. Let us take the first $t$ such $(\alpha, \beta)$ pairs. The sum of all appearances of these pairs should be greater or equal than $t$ multiplied by the average number of appearances of all $(\alpha, \beta)$ pairs, namely:

$$\sum_{i=1}^{t} (#(\alpha, \beta)_i) \geq t \frac{n}{Q^2}$$

Here, $(\alpha, \beta)_i$ is the $i$’th pair according to the ordering mentioned above, and $#(\alpha, \beta)_i$ is the number of appearances of the pair $(\alpha, \beta)_i$. In particular this means that if we take $t = \varepsilon Q^2 - 1$, then:

$$\sum_{i=1}^{\varepsilon Q^2 - 1} (#(\alpha, \beta)_i) \geq (\varepsilon Q^2 - 1) \frac{n}{Q^2}$$

Now, consider the coordinate set $J$ consisting of locations $j$ for which $(x_j, y_j)$ is in the set $\{(\alpha, \beta)_i\}_{i=1}^{\varepsilon Q^2 - 1}$. Since $(x, y)$ is $(d, \varepsilon)$-diverse, every $dn$ coordinates of $(x, y)$ must contain at least $\varepsilon Q^2$ distinct pairs, thus $dn > |J|$. Namely,

$$dn \geq (\varepsilon Q^2 - 1) \frac{n}{Q^2} + 1$$

$$dn \geq \varepsilon n - \frac{n}{Q^2} + 1$$

$$d \geq \varepsilon - \frac{1}{Q^2} + \frac{1}{n}$$
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Proof. (Claim 7.1) Let \( \varepsilon \geq \frac{1}{4} \). Consider the setting of Theorem 7.2. Any \((x, y) \in A \times B\) is \((d, 2\varepsilon)\)-diverse. Thus by Lemma 7.7:

\[
d \geq 2\varepsilon - \frac{1}{Q^2} + \frac{1}{n} \geq \frac{1}{2} - \frac{1}{Q^2} + \frac{1}{n}
\]

By substituting this lower bound for \(d\) in the rate of Theorem 7.2, we get:

\[
2q \left(1 - \left(\frac{\delta_1 + \delta_2}{2} + d\right)\right) - 2 \leq 2q \left(1 - \left(\frac{\delta_1 + \delta_2}{2} + \frac{1}{2} - \frac{1}{Q^2} + \frac{1}{n}\right)\right) - 2
\]

\[
= 2q \left(\frac{1}{2} + \frac{1}{Q^2} - \frac{1}{n}\right) - 2
\]

\[
= q + \frac{2q}{Q^2} - \frac{2q}{n} - 2
\]

\[
< q
\]

\( \square \)

Claim 7.2. Let \( A \subseteq [Q]^n, B \subseteq [Q]^n \) be \( \gamma \)-uniform such that \(|A||B|\) is equal to the lower bound in Proposition 7.5. If \( \varepsilon > \frac{1}{4Q^2} \) then the RHS of Equation 7 in Theorem 7.1 is no larger than \(q\).

Proof. We will prove a stronger statement by using a lower bound of \(2^{nq(1+\gamma/Q^2+1/q)}\) which is larger than the lower bound in Proposition 7.5.

To see that it is indeed larger, recall that the lower bound in Proposition 7.5 is:

\[
\left(\frac{1}{n+1}\right) \left(\frac{Q}{e\sqrt{n}}\right)^{Q(Q-1)}Q^{n\left(1 + \frac{\log(Q-1)}{\log Q} \frac{\gamma}{Q^2} \log \frac{1}{\gamma} + \frac{1}{\log Q} \cdot H\left(\frac{\gamma}{Q^2}\right)\right)} < Q^{n\left(1 + \frac{\log(Q-1)}{\log Q} \frac{\gamma}{Q^2} + \frac{1}{2} \log Q \cdot H\left(\frac{\gamma}{Q^2}\right)\right)}
\]

\[
= 2^{nq\left(1 + \frac{\log(Q-1)}{\log Q} \frac{\gamma}{Q^2} + \frac{1}{2} \log Q \cdot H\left(\frac{\gamma}{Q^2}\right)\right)}
\]

\[
< 2^{nq(1+\gamma/Q^2+1/q)}
\]

Let \(|A| = Q^{n(1-\delta_1)}\) and \(|B| = Q^{n(1-\delta_2)}\). By our definitions

\[
2^{nq(2-\delta_1-\delta_2)} = 2^{nq(1-\delta_1+nq(1-\delta_2))} = |A||B| = 2^{nq(1+\gamma/Q^2+1/q)}
\]

Thus:

\[
1 + \gamma/Q^2 + 1/q = 2 - \delta_1 - \delta_2
\]

Which means that:

\[
\frac{\delta_1 + \delta_2}{2} = \frac{1}{2} - \frac{\gamma}{2Q^2} - \frac{1}{2q}
\]
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Thus we can compute the RHS of Equation 7 as:

$$2q \left( 1 - \left( \frac{\delta_1 + \delta_2}{2} + 2(1 + \gamma)\varepsilon + \delta \right) \right) - 2 =$$

$$2q \left( 1 - \left( \frac{1}{2} - \frac{\gamma}{2Q^2} - \frac{1}{2q} + 2(1 + \gamma)\varepsilon + \delta \right) \right) - 2 =$$

$$2q \left( \frac{1}{2} + \frac{\gamma}{2Q^2} - 2(1 + \gamma)\varepsilon - \delta \right) - 1$$

And since $\varepsilon > \frac{1}{2Q^2}$ the whole expression is less than $q - 1$. \qed

In the following claim, we assume for simplicity that $Q = 2^q$ for an integer $q$.

**Claim 7.3.** Let $A \subseteq [Q]^n, B \subseteq [Q]^n$ be $\gamma$-uniform such that $|A||B|$ is equal to the upper bound in Corollary 7.1. Then the RHS of Equation 7 in Theorem 7.1 is larger than $q$ for

$$\varepsilon < \frac{\max (\gamma + 2H(\gamma/2), 4H((1 + \gamma)/4) - 2)}{8(1 + \gamma)}$$

sufficiently large $Q$, and sufficiently small $\delta$.

**Proof.** We will prove a stronger statement by using an upper bound of $\min \left(2^{nq(1 + \frac{\gamma}{2} + H(\frac{\gamma}{2}))), 2^{nq(2H(\frac{1+\gamma}{4}))}\right)$

which is clearly smaller than the upper bound in Corollary 7.1.

Let $|A| = Q^{n(1 - \delta_1)}$ and $|B| = Q^{n(1 - \delta_2)}$. By our definitions

$$2^{nq(2 - \delta_1 - \delta_2)} = 2^{nq(1 - \delta_1) + nq(1 - \delta_2)} = |A||B| = \min \left(2^{nq(1 + \frac{\gamma}{2} + H(\frac{\gamma}{2}))), 2^{nq(2H(\frac{1+\gamma}{4}))}\right)$$

Thus:

$$2 - \delta_1 - \delta_2 = \min \left( 1 + \frac{\gamma}{2} + H \left( \frac{\gamma}{2} \right), 2H \left( \frac{1 + \gamma}{4} \right) \right)$$

Which means that:

$$\frac{\delta_1 + \delta_2}{2} = \min \left( \frac{1}{2} - \frac{\gamma}{4} - H \left( \frac{\gamma}{2} \right), 1 - H \left( \frac{1 + \gamma}{4} \right) \right)$$

Thus the RHS of Equation 7 is:

$$2q \left( 1 - \left( \frac{\delta_1 + \delta_2}{2} + 2(1 + \gamma)\varepsilon + \delta \right) \right) - 2 =$$

$$2q \left( 1 - \left( \min \left( \frac{1}{2} - \frac{\gamma}{4} - H \left( \frac{\gamma}{2} \right), 1 - H \left( \frac{1 + \gamma}{4} \right) \right) + 2(1 + \gamma)\varepsilon + \delta \right) \right) - 2 =$$

$$q \max \left( 1 + \frac{\gamma}{2} + H \left( \frac{\gamma}{2} \right) - 4\varepsilon(1 + \gamma) - 2\delta, 2H \left( \frac{1 + \gamma}{4} \right) - 4\varepsilon(1 + \gamma) - 2\delta \right) - 2$$
Consider the coefficient of $q$ in both cases of the maximum function. In the first case, for sufficiently small $\delta$, the coefficient of $q$ is greater than 1 if

$$1 + \frac{\gamma}{2} + H \left( \frac{\gamma}{2} \right) - 4\varepsilon(1 + \gamma) > 1$$

$$4\varepsilon(1 + \gamma) < \frac{\gamma}{2} + H \left( \frac{\gamma}{2} \right)$$

$$\varepsilon < \frac{\gamma + 2H \left( \frac{\gamma}{2} \right)}{8(1 + \gamma)}$$

In the second case, for sufficiently small $\delta$, the coefficient of $q$ is greater than 1 if

$$2H \left( \frac{1 + \gamma}{4} \right) - 4\varepsilon(1 + \gamma) > 1$$

$$4\varepsilon(1 + \gamma) < 2H \left( \frac{1 + \gamma}{4} \right) - 1$$

$$\varepsilon < \frac{AH \left( \frac{1+\gamma}{4} \right) - 2}{8(1 + \gamma)}$$

Putting it all together, it means that for

$$\varepsilon < \frac{\max (\gamma + 2H(\gamma/2), 4H((1 + \gamma)/4) - 2)}{8(1 + \gamma)},$$

a sufficiently small $\delta$ and a sufficiently large $Q$, the RHS of Equation 7 is greater than $q$, as required. \qed

We finally, present a general claim that computes the implications (in terms of $R^{(0)}_{W}$) of $\gamma$-uniform sets $A \subseteq [Q]^n, B \subseteq [Q]^n$ such that $|A||B| \geq Q^{n(1+f(\gamma))}$ for some function $f$.

**Claim 7.4.** Assume the existence of $\gamma$-uniform sets $A \subseteq [Q]^n, B \subseteq [Q]^n$ such that $|A||B| = Q^{n(1+f(\gamma))}$. Then if for some constant $c > 0$ it holds that $f(\gamma) > 4\varepsilon(1+\gamma)+\frac{2}{q}+c$, we have by Theorem 7.1 that $R^{(0)}_{W} > q$.

**Proof.** Let $|A| = Q^{n(1-\delta_1)}$ and $|B| = Q^{n(1-\delta_2)}$.

$$Q^{n(1-\delta_1)}Q^{n(1-\delta_2)} = |A||B| = Q^{n(1+f(\gamma))}$$

Thus:

$$1 + f(\gamma) = 2 - \delta_1 - \delta_2$$

Which means that:

$$\frac{\delta_1 + \delta_2}{2} = \frac{1}{2} - \frac{f(\gamma)}{2}$$
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Thus the RHS of Equation 7 is:

\[ 2q \left( 1 - \left( \frac{\delta_1 + \delta_2}{2} + 2(1 + \gamma)\varepsilon + \delta \right) \right) - 2 = \]

\[ 2q \left( 1 - \left( \frac{1}{2} - \frac{f(\gamma)}{2} + 2(1 + \gamma)\varepsilon + \delta \right) \right) - 2 = \]

\[ q (1 + f(\gamma) - 4\varepsilon(1 + \gamma) - 2\delta) - 2 \]

If \( f(\gamma) > 4\varepsilon(1 + \gamma) + \frac{c}{2} + c \) then the RHS of equation 7 is bounded from below by \( q(1 + c - 2\delta) \). Since we can select any \( \delta > 0 \), we have that \( q(1 + c - 2\delta) > q \). \( \square \)

### 7.4 δ-additively-uniform set systems

We conclude this section with a study of \( \gamma \)-uniform sets that are extremely close to being 0-uniform. Namely, we address sets that have an additive gap from being 0-uniform (rather than a multiplicative gap in context of \( \gamma \)-uniform sets). Our precise definitions are given below.

**Definition 7.3.** A pair \( (x^{(n)}, y^{(n)}) \in [Q]^n \times [Q]^n \) is called \( \delta \)-additively-uniform if for each pair \( (\alpha, \beta) \in [Q]^2 \) it holds that

\[ \frac{n}{Q^2} - \delta \leq |\{ i \in [n] \mid (x_i, y_i) = (\alpha, \beta) \}| \leq \frac{n}{Q^2} + \delta \]

In other words, the number of appearances of any pair \( (\alpha, \beta) \in [Q]^2 \) in \( (x^{(n)}, y^{(n)}) \) is bounded by \( \frac{n}{Q^2} \pm \delta \). Here, \( \delta \) can be considered an integer. Similarly, the subsets \( A \subseteq [Q]^n, B \subseteq [Q]^n \) are called \( \delta \)-additively-uniform if for any \( x^{(n)} \in A, y^{(n)} \in B \), \( (x^{(n)}, y^{(n)}) \) are \( \delta \)-additively-uniform.

**Remark 7.2.** A \( \gamma \)-uniform set system is thus a special case of a \( \delta \)-additively-uniform set system where \( \delta = \gamma \frac{n}{Q^2} \).

The study of \( \delta \)-additively-uniform sets does not have direct implications on \( R^{(0)}_W \). Nevertheless, we were intrigued by such sets and during our studies we tried to bound the size \( |A||B| \) of \( \delta \)-additively-uniform set systems from above. We believe that such a bound should be closely related to the upper bounds on 0-uniform sets systems we exhibit in Theorem 7.5 (which is \( |A||B| \leq Q^n \)). We note that our upper bounds presented earlier on \( \gamma \)-uniform sets imply bounds for \( \delta \)-additively-uniform sets (by setting \( \gamma = \delta \frac{Q^2}{n} \)). However, these bounds (e.g., Corollary 7.1) do not approach \( O(Q^n) \) even for \( \delta = 1 \) (an additive gap of 1!). In our studies, we were not able to obtain improved upper bounds for \( \delta \)-additively-uniform sets. In what follows we present a claim we found interesting. Our claim addresses only the case of \( Q = 2 \), i.e., where the alphabet is \( \{0, 1\} \).

Let \( c_0(x), c_1(x) \) denote the number of zeroes and ones in \( x \in \{0, 1\}^n \) respectively. Also let \( c_{0,0}(x,y), c_{0,1}(x,y), c_{1,0}(x,y), c_{1,1}(x,y) \) denote the number of appearances of \( (0, 0), (0, 1), (1, 0), (1, 1) \) in \( (x,y) \in \{0, 1\}^n \times \{0, 1\}^n \) respectively. We start with a small technical lemma.
Lemma 7.8. If \((x, y) \in \{0, 1\}^n \times \{0, 1\}^n\) are \(\delta\)-additively-uniform then
\[
\begin{align*}
\frac{n}{2} - 2\delta &\leq c_0(x) \leq \frac{n}{2} + 2\delta \\
\frac{n}{2} - 2\delta &\leq c_1(x) \leq \frac{n}{2} + 2\delta \\
\frac{n}{2} - 2\delta &\leq c_0(y) \leq \frac{n}{2} + 2\delta \\
\frac{n}{2} - 2\delta &\leq c_1(y) \leq \frac{n}{2} + 2\delta
\end{align*}
\]

Proof. This follows from the fact that
\[
\begin{align*}
c_0(x) &= c_{0,0}(x, y) + c_{0,1}(x, y) \\
c_1(x) &= c_{1,0}(x, y) + c_{1,1}(x, y)
\end{align*}
\]
and similarly
\[
\begin{align*}
c_0(y) &= c_{0,0}(x, y) + c_{1,0}(x, y) \\
c_1(y) &= c_{0,1}(x, y) + c_{1,1}(x, y)
\end{align*}
\]

Definition 7.4. Let \(x', x \in \{0, 1\}^n\). We say that \(x' \succeq x\) if \(x'\) can be obtained from \(x\) by “balancing”, namely flipping \(t\) zeroes to ones where \(0 \leq t \leq \left(c_0(x) - \frac{n}{2}\right)\) if \(c_0(x) > c_1(x)\), or flipping \(t\) ones to zeroes where \(0 \leq t \leq \left(c_1(x) - \frac{n}{2}\right)\) otherwise.

Claim 7.5. If \(A \subseteq \{0, 1\}^n, B \subseteq \{0, 1\}^n\) are \(\delta\)-additively-uniform then \(\bigcup_{x \in A} S(x), \bigcup_{y \in B} S(y)\) are also \(\delta\)-additively-uniform, where \(S(x) = \{x' \mid x' \succeq x\}\).

Proof. Let \(x \in A\). Assume, w.l.o.g. that \(c_0(x) > c_1(x)\), and let \(x' \succeq x\). We can write
\[
\begin{align*}
c_0(x) &= \frac{n}{2} + t' \\
c_0(x') &= \frac{n}{2} + t' - t
\end{align*}
\]
where by Lemma 7.8, \(0 < t' \leq 2\delta\) and \(t \leq t'\).

Now, for any \(y \in B\) we can express:
\[
\begin{align*}
c_{0,0}(x, y) &= \frac{n}{4} + l_{t'}(y) \\
c_{0,1}(x, y) &= \frac{n}{4} + r_{t'}(y)
\end{align*}
\]
Such that
\[
\begin{align*}
l_{t'}(y) + r_{t'}(y) &= t' \\
|l_{t'}(y)| &\leq \delta \\
|r_{t'}(y)| &\leq \delta
\end{align*}
\]
Note that \( l_t'(y) \) or \( r_t'(y) \) can also be negative. Thus,

\[
\begin{align*}
    c_{0,0}(x', y) &= \frac{n}{4} + l_t'(y) - l_t(y) \\
    c_{0,1}(x', y) &= \frac{n}{4} + r_t'(y) - r_t(y)
\end{align*}
\]

Such that \( l_t(y) + r_t(y) = t \), and \( l_t(y), r_t(y) \geq 0 \). Clearly,

\[
\begin{align*}
    c_{0,0}(x', y) &\leq \frac{n}{4} + \delta \\
    c_{0,1}(x', y) &\leq \frac{n}{4} + \delta
\end{align*}
\]

Note that \( l_t(y) \) is maximized if \( l_t(y) = t = t' \). But even in this case:

\[
\begin{align*}
    c_{0,0}(x', y) &= \frac{n}{4} + l_t'(y) - l_t(y) \\
    &= \frac{n}{4} + l_t(y) - t' \\
    &= \frac{n}{4} + l_t'(y) - (l_t'(y) + r_t(y)) \\
    &= \frac{n}{4} - r_t(y) \\
    &\geq \frac{n}{4} - \delta
\end{align*}
\]

Similarly, \( r_t(y) \) is maximized if \( r_t(y) = t = t' \). And in this case:

\[
\begin{align*}
    c_{0,1}(x', y) &= \frac{n}{4} + r_t'(y) - r_t(y) \\
    &= \frac{n}{4} + r_t(y) - t' \\
    &= \frac{n}{4} + r_t'(y) - (l_t'(y) + r_t(y)) \\
    &= \frac{n}{4} - l_t'(y) \\
    &\geq \frac{n}{4} - \delta
\end{align*}
\]

Similarly, let us write

\[
\begin{align*}
    c_1(x) &= \frac{n}{2} - t' \\
    c_1(x') &= \frac{n}{2} - t' + t
\end{align*}
\]

where \( 0 < t' \leq 2\delta \) and \( t \leq t' \).

And for any \( y \in B \) we can express:

\[
\begin{align*}
    c_{1,0}(x, y) &= \frac{n}{4} - l_t'(y) \\
    c_{1,1}(x, y) &= \frac{n}{4} - r_t'(y)
\end{align*}
\]
Such that

\[ l'_v(y) + r'_v(y) = t' \]
\[ |l'_v(y)| \leq \delta \]
\[ |r'_v(y)| \leq \delta \]

Note that \( l'_v(y) \) or \( r'_v(y) \) can also be negative. Thus,

\[
c_{1,0}(x', y) = \frac{n}{4} - l'_v(y) + l_t(y)
\]
\[
c_{1,1}(x', y) = \frac{n}{4} - r'_v(y) + r_t(y)
\]

Such that \( l_t(y) + r_t(y) = t \), and \( l_t(y), r_t(y) \geq 0 \). Clearly,

\[
c_{1,0}(x', y) \geq \frac{n}{4} - \delta
\]
\[
c_{1,1}(x', y) \geq \frac{n}{4} - \delta
\]

Note that \( l_t(y) \) is maximized if \( l_t(y) = t = t' \). But even in this case:

\[
c_{1,0}(x', y) = \frac{n}{4} - l'_v(y) + l_t(y)
\]
\[
= \frac{n}{4} - l'_v(y) + t'
\]
\[
= \frac{n}{4} - l'_v(y) + (l'_v(y) + r'_v(y))
\]
\[
= \frac{n}{4} + r'_v(y)
\]
\[
\leq \frac{n}{4} + \delta
\]

Similarly, \( r_t(y) \) is maximized if \( r_t(y) = t = t' \). And in this case:

\[
c_{1,1}(x', y) = \frac{n}{4} - r'_v(y) + r_t(y)
\]
\[
= \frac{n}{4} - r'_v(y) + t'
\]
\[
= \frac{n}{4} - r'_v(y) + (l'_v(y) + r'_v(y))
\]
\[
= \frac{n}{4} + l'_v(y)
\]
\[
\leq \frac{n}{4} + \delta
\]

Thus, \((x', y)\) are \(\delta\)-additively-uniform. The proof for \((x, y')\) is similar, and the claim follows. \(\square\)
8  

\( k \)-user networks

In the previous sections we focused on the two user erasure/identity networks. Our model and definitions can be extended quite naturally for multiple users. Instead of representing channels with graphs, we now represent them with hypergraphs. In what follows we briefly reiterate on the model and definitions, extending them to \( k \)-users. We do not elaborate on any technical claims regarding the extended model.

8.1 Our model revisited

Recall that in a multiple unicast communication network the objective is for \( k \) source nodes, \( s_1, s_2, \ldots, s_k \), to communicate their information to \( k \) corresponding terminal nodes, \( t_1, t_2, \ldots, t_k \) over a channel \( W \). One can model a deterministic multiple unicast communication network with block length \( n \) by the following components.

**Message space:** For \( i = 1 \ldots k \), source \( s_i \) holds a message from a set of size \( M_i \). Without loss of generality, the message space can be considered \( [M_i] = \{1, \ldots, M_i\} \).

**Encoding:** For alphabet \( [Q] = [2^q] \) and block length \( n \), each source \( s_i \) holds an encoding function \( E_i : [M_i] \rightarrow [Q]^n \).

**Network \( W \):** The network \( W : [Q]^k \rightarrow [Q]^k \) is a deterministic function which takes as input elements from \( [Q]^k \) and returns elements from the same alphabet. Namely, denoting \( W \) as \( (W_1, \ldots, W_k) \), terminal \( t_i \) will receive the evaluation of \( W_i : [Q]^k \rightarrow [Q] \) on input \( (x_1, \ldots, x_k) \in [Q]^k \).

**Network \( W^{(n)} \):** Applying the network \( W \) multiple times (over block length \( n \)) yields the network \( W^{(n)} : ([Q]^k)^k \rightarrow ([Q]^n)^k \) which is a deterministic function that takes as input \( k \) \( n \)-vectors and returns \( k \) \( n \)-vectors. Namely, denoting \( W^{(n)} \) as \( (W_1^{(n)}, \ldots, W_k^{(n)}) \), the evaluation of \( W_i^{(n)} : ([Q]^n)^k \rightarrow [Q]^n \) on input \( (x_1^{(n)}, \ldots, x_k^{(n)}) \in ([Q]^n)^k \), is a vector \( \hat{x}_i^{(n)} \in [Q]^n \) received at terminal \( t_i \), where \( \hat{x}_i^{(n)} = W_i((x_1^{(n)})_j, \ldots, (x_k^{(n)})_j) \).

**Decoding:** Each terminal \( t_i \) holds a decoding function \( D_i : [Q]^n \rightarrow [M_i] \).

Communication with block length \( n \) is successful for terminal \( t_i \) and source information \( (m_1, \ldots, m_k) \) if for \( i = 1 \ldots k \), \( D_i[W_i^{(n)}(E_1(m_1), \ldots, E_k(m_k))] = m_i \). We say that communication is successful with probability \( 1 - \varepsilon \) if for source information \( (m_1, \ldots, m_k) \) chosen uniformly at random from \( [M_1] \times \ldots \times [M_k] \) it holds with probability \( 1 - \varepsilon \) that communication is successful for all terminals. Rate \( (R_1, \ldots, R_k) \) is achievable with probability \( 1 - \varepsilon \) and block length \( n \) over network \( W \) if for \( M_i = 2^{R_i n} \) there exist encoding and decoding functions such that communication is successful with probability \( 1 - \varepsilon \).

The \( \varepsilon \)-error sum capacity of network \( W \) and block length \( n \) is defined to be

\[
R^{(\varepsilon)}_{W, n} = \sup_{(R_1, \ldots, R_k) \in \Gamma_{n, \varepsilon}} \left( \sum_{i=1}^{k} R_i \right),
\]

where the supremum is taken over \( \Gamma_{n, \varepsilon} \) which consists of all tuples \( (R_1, \ldots, R_k) \) that are achievable with probability \( 1 - \varepsilon \) and block length \( n \) over \( W \). The \( \varepsilon \)-error sum capacity of network \( W \) is defined to be

\[
R^{(\varepsilon)}_{W} = \sup_{n} R^{(\varepsilon)}_{W, n}
\]
8.2 Statement 3.1 revisited

The equivalent of Statement 3.1 is therefore:

**Statement 8.1.** Let $\varepsilon > 0$. There exists $\delta = \delta(\varepsilon) > 0$ that tends to 0 when $\varepsilon$ tends to 0 such that for every $k$-user network $W$ it holds that

$$\frac{R^{(\varepsilon)}_W}{k} - \delta \leq R^{(0)}_W.$$  

Moreover, for any $\varepsilon > 0$ and $\delta$ as above, there exists a $k$-user network $W_\varepsilon$, such that:

$$R^{(0)}_{W_\varepsilon} \leq \frac{R^{(\varepsilon)}_W}{k} + \delta.$$  

In other words, for certain networks $W$, requiring zero-error in communication may reduce the sum capacity by a factor of $k$ (or equivalently, allowing an $\varepsilon$ error may increase the sum capacity by a factor of $k$), and this $k$-factor is tight.

8.3 Our definitions revisited

We further show how the definitions used in our work can be extended in a natural way to $k$-users.

**Definition 8.1.** Let $W_{Q,\varepsilon,k}$ be the distribution over erasure/identity channels in which for every $(x_1, \ldots, x_k) \in [Q]^k$ we fix $W(x_1, \ldots, x_k) = (\phi, \ldots, \phi)$ independently with probability $\varepsilon$ (otherwise $W(x_1, \ldots, x_k) = (x_1, \ldots, x_k)$).

**Definition 8.2.** Let $W \in W_{Q,\varepsilon,k}$. We say that a hypergraph $H = (V, E)$ represents channel $W$ if $H$ is a $k$-uniform $k$-partite hypergraph where $V = Q_1 \cup \ldots \cup Q_k$ and there exist bijections $f_i : [Q] \rightarrow Q_i$ for $i = 1 \ldots k$ such that for any $x_i \in [Q]$, $(f_1(x_1), \ldots, f_k(x_k)) \in E$ if and only if $W(x_1, \ldots, x_k) = (\phi, \ldots, \phi)$.

**Definition 8.3.** Given a $k$-partite hypergraph $H = (V_1 \cup \ldots \cup V_k, E)$, a $k$-partite independent set (KPIS) is a sequence $(A_i)_{i=1}^k$ such that $A_i \subseteq V_i$ and for any $(x_1, \ldots, x_k) \in A_1 \times \ldots \times A_k$, $(x_1, \ldots, x_k) \notin E$. We define the size of the KPIS $(A_i)_{i=1}^k$ to be $\Pi_{i=1}^k |A_i|.$

**Definition 8.4.** Let $W \in W_{Q,\varepsilon,k}$, and consider the network $W^{(n)}$. We say that a hypergraph $H = (V, E)$ represents network $W^{(n)}$ if $H$ is a $k$-uniform $k$-partite hypergraph where $V = Q_{1,n} \cup \ldots \cup Q_{k,n}$ and there exist bijections $f_i : [Q]^n \rightarrow Q_{i,n}$ such that for any $x_i^{(n)} \in [Q]^n$, $(f_1(x_1^{(n)}), \ldots, f_k(x_k^{(n)})) \in E$ if and only if there exists at least one index $j$ such that $W(x_1^{(n)}, \ldots, x_k^{(n)}) = (\phi, \ldots, \phi)$.

**Remark 8.1.** Clearly for any network $W^{(n)}$ where $W \in W_{Q,\varepsilon,k}$, we can construct a hypergraph that represents it. In addition, all hypergraphs that represent $W^{(n)}$ are identical up to an isomorphism.
9 Conclusion and open problems

In this thesis we address the potential gap between $R_w^{(0)}$ and $R_w^{(\epsilon)}$ in the context of 2-source/2-terminal deterministic interference channels. Our work is motivated by similar questions in the context of network coding. In Statement 3.1 we conjecture that there exist channels $W$ for which $R_w^{(0)} \leq R_w^{(\epsilon)}/2 + \delta$ (and more generally for the $k$-source/$k$-terminal case that $R_w^{(0)} \leq R_w^{(\epsilon)}/k + \delta$). Studying the channels that result from the distribution $W_{Q,\epsilon}$, we support Statement 3.1 by presenting upper bounds on $R_w^{(0)}$ (which take into account the block length $n$) and by studying the limitations of a natural encoding scheme based on $\gamma$-uniform set systems. We view our posing of Statement 3.1, our upper bounds, and the study of $\gamma$-uniform set systems as the main contributions of this thesis. Whether Statement 3.1 is true or not remains open and will be subject to our future research.

Appendix

A Useful inequalities

Lemma A.1. Let $\alpha > 0$. For any $0 < \epsilon < 1$:

$$\frac{\alpha}{\log \frac{1}{1-\epsilon}} < \frac{\alpha \ln 2}{\epsilon}$$

Proof. The inequality above is identical to:

$$\frac{1}{\log \frac{1}{1-\epsilon}} < \frac{\ln 2}{\epsilon}$$

$$\frac{1}{\ln 2} < \frac{\log \frac{1}{1-\epsilon}}{\epsilon}$$

$$\frac{1}{\ln 2} < \frac{-\log (1-\epsilon)}{\epsilon}$$

$$\frac{1}{\ln 2} < \frac{-\ln (1-\epsilon)}{\epsilon \ln 2}$$

$$1 < \frac{-\ln (1-\epsilon)}{\epsilon}$$

And indeed, by using the following Maclaurin series expansion for $|\epsilon| < 1$:

$$\ln (1-\epsilon) = -\sum_{i=1}^{\infty} \frac{\epsilon^i}{i}$$
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We conclude that:

\[
\frac{-\ln(1-\varepsilon)}{\varepsilon} = \varepsilon + \frac{\varepsilon^2}{2} + \frac{\varepsilon^3}{3} + \ldots
\]

\[
= 1 + \frac{\varepsilon^2}{2} + \frac{\varepsilon^3}{3} + \ldots
\]

\[
> 1
\]

\[\square\]

**Lemma A.2.** [11, Lemma 16.19] Let \(n \geq 1\) and \(0 < \delta \leq \frac{1}{2}\). Then

\[
\sum_{i=0}^{\left\lfloor \delta n \right\rfloor} \binom{n}{i} \leq 2^{H(\delta)n}
\]

where \(H(\delta) := -\delta \log \delta - (1-\delta) \log(1-\delta)\) is the binary entropy of \(\delta\).

**Lemma A.3.** [19] Let \(m\) and \(n\) be integers with \(m \geq 2\) and \(n \geq 1\). Then

\[
\binom{mn}{n} \geq \frac{m^{m(n-1)+1}}{(m-1)^{m-1}(n-1)^{n-1}} n^{-\frac{1}{2}}
\]

**Lemma A.4.** Let \(Q\) and \(n\) be integers with \(Q, n \geq 1\). Then

\[
\prod_{i=1}^{Q} \binom{in}{n} > \left( \frac{1}{e\sqrt{n}} \right)^{(Q-1)} \sqrt{2\pi Q} e^{Q} Q^{nQ}
\]

**Proof.** The proof is basically a corollary of Lemma A.3, since:

\[
\prod_{i=1}^{Q} \binom{in}{n} = \binom{2n}{n} \binom{3n}{n} \cdots \binom{Qn}{n}
\]

\[
\geq \left( 2 \cdot 2^{2(n-1)} \cdot \frac{1}{\sqrt{n}} \right) \left( 3 \cdot 3^{3(n-1)} \cdot \frac{1}{\sqrt{n}} \right) \cdots \left( Q \cdot \frac{Q^{Q(n-1)}}{(Q-1)(Q-1)(n-1)} \cdot \frac{1}{\sqrt{n}} \right)
\]

\[
= Q! \cdot Q^{Q(n-1)} \cdot \left( \frac{1}{\sqrt{n}} \right)^{(Q-1)}
\]

By Stirling’s formula:

\[
Q! > \sqrt{2\pi Q} \left( \frac{Q}{e} \right)^Q
\]

Thus:

\[
\prod_{i=1}^{Q} \binom{in}{n} \geq Q! \cdot Q^{Q(n-1)} \cdot \left( \frac{1}{\sqrt{n}} \right)^{(Q-1)}
\]

\[
> \sqrt{2\pi Q} \left( \frac{Q^n}{e} \right)^Q \cdot \left( \frac{1}{\sqrt{n}} \right)^{(Q-1)}
\]

\[
= \left( \frac{1}{e\sqrt{n}} \right)^{(Q-1)} \sqrt{2\pi Q} e^{Q} Q^{nQ}
\]
B Concatenated coding scheme

We now consider a simple and natural concatenated coding scheme based on erasure codes suggested by [24]. Let $R < 1$ be a given value that will be specified later. Let $M_1 = M_2 = Q^R$. Let $E : [QR^n] \rightarrow [Q]^n$ be an erasure code that enables to reconstruct a codeword under $\alpha n = (1 - R - \delta)n$ erasures for some small $\delta > 0$ (that depends on $Q$ and tends to 0 as $Q$ tends to $\infty$). That is, for any $m \in M_i$, if $\alpha n$ locations in $E(m) = E(m)_1, \ldots, E(m)_n$ are erased then one can still reconstruct $m$. Such codes exist, e.g., in [6]. Let $\{\sigma_{i,j}\}_{i=2,j=1}^{i=n,j=1}$ be independent random permutations on $[Q]$ and define $E_i : [M_i] \rightarrow [Q]^n$ to satisfy $E_i(m) = \sigma_{i,1}(E(m)_1), \ldots, \sigma_{i,n}(E(m)_n)$. It holds that $E_i$ are also $\alpha$-erasure codes with rate $\log(QR^n)/n = Rq$. The difference between $E_i$ and the original $E$ lies in the fact that now entry $j$ of $E_i(m)$ is uniformly distributed due to the permutation $\sigma_{i,j}$.

A natural concatenation scheme uses $E_1, E_2$ to communicate over $W$. Namely, for a pair of messages $m_1 \in M_1, m_2 \in M_2$, we send $E_1(m_1), E_2(m_2)$ over network $W^{(n)}$ as depicted in Figure 2. The scheme will work if for every pair $m_1 \in M_1, m_2 \in M_2$ it holds that $W_1(E_1(m_1), E_2(m_2))$ (and consequently $W_2(E_1(m_1), E_2(m_2))$) has at most $\alpha n$ erasure values $\phi$. We analyze the probability over $\{\sigma_{i,j}\}$ that indeed this is the case. Let $A$ be the required event, namely that for every pair $m_1 \in M_1, m_2 \in M_2$ it holds that $W_1(E_1(m_1), E_2(m_2))$ has at most $\alpha n$ erasure values $\phi$. Let $B_{m_1,m_2}$ be the “bad” event, that for a specific $m_1 \in M_1, m_2 \in M_2$, the number of erasure values $\phi$ in $W_1(E_1(m_1), E_2(m_2))$ is more than $\alpha n$. By the union bound:

$$\Pr[A] = 1 - \Pr[\bar{A}] \geq 1 - \sum_{m_1,m_2} \Pr[B_{m_1,m_2}]$$

Clearly,

$$\Pr[B_{m_1,m_2}] > \varepsilon^{\alpha n}$$

since $\Pr[B_{m_1,m_2}]$ is greater than the probability to get $\alpha n$ erasure symbols in the first $\alpha n$ coordinates (and this probability is equal to $\varepsilon^{\alpha n}$). Even if we were optimistic enough to assume $\Pr[B_{m_1,m_2}] = \varepsilon^{\alpha n}$, we would receive:

$$\Pr[A] \geq 1 - Q^{2nR} \varepsilon^{\alpha n}$$

If $1 - Q^{2nR} \varepsilon^{\alpha n} > 0$ then we could conclude the existence of permutations $\{\sigma_{i,j}\}$ as desired.
(namely that will yield zero-error communication). But $1 - Q^{2nR} \varepsilon^{\alpha n} > 0$ only if:

$$Q^{2nR} \varepsilon^{\alpha n} < 1 \quad \varepsilon^{\alpha n} < \frac{1}{Q^{2nR}}$$

$$\varepsilon < \left( \frac{1}{Q^{2nR}} \right)^{\frac{1}{\alpha n}}$$

$$\varepsilon < \left( \frac{1}{Q^{2R/\alpha}} \right)$$

Recall that $\alpha = 1 - R - \delta$. So we have for any $R \geq \frac{1}{2}$ that $1 - Q^{2nR} \varepsilon^{\alpha n} > 0$ implies $\varepsilon < \frac{1}{Q^{2nR}}$ (since in this case $2R/\alpha \geq 2R/(1/2 - \delta) \geq 2/(1 - 2\delta)$; and for $\delta > 0$ it holds that $2 + 4\delta < \frac{2}{1-2\delta}$). Thus, to prove rate greater than $q$ using the suggested concatenation scheme (with our analysis via the union bound), we need $Q$ to be small compared to $1/\varepsilon$. Notice that for such values of $Q$ and $\varepsilon$ there are very few inputs mapped to erasure symbols in a typical $W \in \mathcal{W}_{Q,\varepsilon}$, and thus one would indeed expect a large zero-error rate. Namely, this analysis of the natural concatenated scheme will not succeed in obtaining a sum rate larger than $q$ when $Q \geq \Omega(1/\varepsilon)$, which we view as some support in favor of Statement 3.1.
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