
CONSTRAINING THE STRUCTURE OF GAMMA-RAY BURST JETS
THROUGH THE logN–logS DISTRIBUTION

Dafne Guetta,
1, 2

Jonathan Granot,
3
and Mitchell C. Begelman

2

Receivved 2004 July 3; accepted 2004 October 2

ABSTRACT

A general formalism is developed for calculating the luminosity function and the expected numberN of observed
gamma-ray bursts (GRBs) above a peak photon flux S for an arbitrary GRB jet structure. This formalism directly
provides the true GRB rate for any jet model, instead of first calculating the GRB rate assuming isotropic emission
and then introducing a ‘‘correction factor’’ to account for effects of the GRB jet structure, as was done in previous
works. We apply it to the uniform jet (UJ) and universal structured jet (USJ) models for the structure of GRB jets
and perform fits to the observed log N log S distribution from the GUSBAD catalog, which contains 2204 BATSE
bursts.We allow for a scatter in the peak luminosity L for a given jet half-opening angle �j (viewing angle �obs) in the
UJ (USJ) model, which is implied by observations. A core angle �c and an outer edge at �max are introduced for the
structured jet, and a finite range of opening angles �min � �j � �max is assumed for the uniform jets. The efficiency
for producing �-rays, �� , and the energy per solid angle in the jet, �, are allowed to vary with �j (�obs) in the UJ (USJ)
model, �� / ��b and � / ��a. We find that a single power-law luminosity function provides a good fit to the data.
Such a luminosity function arises naturally in the USJ model, while in the UJ model it implies a power-law
probability distribution for �j, P(�j) / ��q

j . The value of q cannot be directly determined from the fit to the observed
logN log S distribution, and an additional assumption on the value of a or b is required. Alternatively, an in-
dependent estimate of the true GRB rate would enable one to determine a, b, and q. The implied values of �c (or
�min) and �max are close to the current observational limits. The true GRB rate for the USJ model is found to be
RGRB(z ¼ 0) ¼ 0:86þ0:14

�0:05 Gpc�3 yr�1 (1 �), while for the UJ model it is higher by a factor f (q), which strongly
depends on the unknown value of q.

Subject headinggs: cosmology: observations — gamma rays: bursts — gamma rays: theory —
ISM: jets and outflows

Online material: color figures

1. INTRODUCTION

There are several lines of evidence in favor of jets in gamma-
ray bursts (GRBs). For GRBs with known redshift z, the fluence
can be used to determine the total energy output in �-rays as-
suming spherical symmetry,E�;iso. The values ofE�;iso that were
inferred in this way sometimes approached, and in one case
(GRB 991023) even exceeded, M�c

2. Such high energies are
very hard to reconcile with progenitor models involving stellar
mass objects. A nonspherical, collimated outflow (i.e., a jet) can
significantly reduce the total energy output in �-rays compared
to E�;iso , since in this case the �-rays are emitted only into a
small fraction, fbT1, of the total solid angle. A more direct
(and probably the best so far) line of evidence in favor of jets in
GRBs is from achromatic breaks in the afterglow light curves
(Rhoads 1997, 1999; Sari et al. 1999).

Despite the large progress in GRB research since the dis-
covery of the afterglow emission in early 1997, the structure of
GRB jets is still an open question. This is a particularly inter-
esting and important question, since it affects the total energy
output and event rate of GRBs, as well as the requirements from
the central engine that accelerates and collimates these rela-
tivistic jets.

The leading models for the jet structure are (1) the uniform jet
(UJ) model (Rhoads 1997, 1999; Panaitescu &Mesźaros 1999;
Sari et al. 1999; Kumar & Panaitescu 2000; Moderski et al.
2000; Granot et al. 2001, 2002), where the energy per solid an-
gle � and the initial Lorentz factor �0 are uniform within some
finite half-opening angle �j and sharply drop outside of �j; and
(2) the universal structured jet (USJ) model (Lipunov et al.
2001; Rossi et al. 2002; Zhang & Mészáros 2002), where � and
�0 vary smoothly with the angle � from the jet symmetry axis.
In the UJ model the different values of the jet break time tj in the
afterglow light curve arise mainly because of different �j (and
to a lesser extent because of different ambient densities). In the
USJ model, all GRB jets are intrinsically identical, and the
different values of tj arise mainly because of different viewing
angles �obs from the jet axis [in fact, the expression for tj is
similar to that for a uniform jet with � ! �(�obs) and �j ! �obs].
The observed correlation tj / E�1

�;iso (Frail et al. 2001; Bloom
et al. 2003) implies a roughly constant true energy E between
different GRB jets in the UJ model, and � / ��2 outside of
some core angle �c in the USJ model (Rossi et al. 2002; Zhang
& Mészáros 2002).4 The probability distribution of jet half-
opening angles between different GRBs in the UJ model, P(�j),
is not given a priori by the model and is a free function to be
determined by observations.
Several methods have been used so far in order to constrain

the structure of GRB jets and help distinguish between the
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UJ model and the USJ model. The afterglow light curves are
similar for the UJ and USJ models, but nevertheless some dif-
ferences still exist that might help distinguish between them
(Kumar & Granot 2003; Granot & Kumar 2003). Afterglow
light curves also constrain the jet structure in the USJ model, as
discussed in x 3. This method requires a very good and dense
monitoring of the afterglow light curves, especially near the jet
break time tj. Another possible way to distinguish between
these two models for the jet structure is through the different
expected evolution of the linear polarization during the after-
glow (Rossi et al. 2004). However, some difficulties and com-
plications exist in this method, such as the poor quality of most
polarization light curves and a possible ordered magnetic field
component that might cause polarization that is not related to
the jet structure (Granot & Königl 2003). The distribution of
viewing angles �obs, inferred from the observed values of tj, has
been used to argue in favor of the USJmodel (Perna et al. 2003).
However, when the known redshifts of the same sample of
GRBs are also taken into account, there is a very poor agree-
ment with the predictions of the USJ model (Nakar et al. 2004).
In order to reach strong conclusions using this method, a large
and uniform sample of GRBs with known redshifts is needed,
such as the one expected from Swift.

In this paper we use the observed logN log S distribution
(the number N of GRBs above a limiting peak photon flux S ) in
order to constrain the jet structure. A somewhat similar analysis
was done by Guetta et al. (2005). They found that the observed
log N log S distribution rules out the USJ model because of
the paucity of GRBs with small peak fluxes compared to the
prediction of the USJ model, and fitted a double power-law lu-
minosity function for the UJ model. Firmani et al. (2004) tried
to constrain the redshift evolution of the GRB rate and lumi-
nosity function, using the log N log S distribution (as well as
the redshift distribution derived from the luminosity-variability
relation).

This paper improves on previous works by (1) allowing the
efficiency in producing �-rays to be a function of the angle �,
�� ¼ ��(�), and varying �(�) accordingly, using the Frail et al.
(2001) relation; (2) including an internal dispersion in the peak
isotropic equivalent luminosity L at any given angle �; (3) in-
troducing an inner core angle �c and an outer edge �max in the
USJ model; and (4) using a larger and more uniform GRB
sample.

In x 2 we allow �� and � to vary with � and derive the con-
straints on the power-law indices that are implied by the Frail
et al. (2001) relation. The formalism for calculating the lumi-
nosity function and the observed GRB rate as a function of the
limiting flux for different jet structures is derived in x 3. In xx 4
and 5 we compare the observed log N log S distribution to the
predictions of the USJ and UJ models, respectively. Our results
are discussed in x 6.

2. THE ENERGY AND GAMMA-RAY
EFFICIENCY DISTRIBUTIONS

The efficiency for producing �-rays, �� , is taken to be a
function of the angle � from the jet symmetry axis in the USJ
model, and a function of the jet half-opening angle �j in the UJ
model. For convenience we assume a power-law dependence on
� in the USJ model, ��(�) ¼ �(�max � �)��;0min½1; (�=�c)�bUSJ �,
where�(x) is the Heaviside step function. An outer edge at �max

has been introduced, as well as a core angle, �ck 1=�max �
5 ; 10�4 rad, which is needed in order to avoid a divergence at
� ¼ 0. Here �max � 2000 is the maximum value of the Lorentz
factor to which the fireball can be accelerated (Guetta et al.

2001). For the UJ model P(�j) is restricted to a finite range of
values, �min � �j � �max, and in analogy to the USJ model we
chose ��(�j) ¼ �(�max � �j)�(�j � �min)��;0(�j=�min)

�bUJ .
The energy per solid angle is also assumed to behave as a

power law, �(�) ¼ �(�max � �)�0min½1; (�=�c)�aUSJ � in the USJ
model and �(�) ¼ �(�max� �j)�(�j � �min)�0(�j=�min)

�aUJ in
the UJ model. The power-law indices a and b can be different
between the USJ and UJ models (as is emphasized by the dif-
ferent subscript for the two models), and we also consider
different values for a and b within each model.

The external mass density is taken to be a power law in the
distance R from the central source, �ext ¼ AR�k . For a constant
efficiency �� (b ¼ 0) the observed correlation tj / E�1

�;iso (Frail
et al. 2001; Bloom et al. 2003) implies a ¼ 2 (Rossi et al. 2002;
Zhang & Mészáros 2002). In the following, we allow b to vary
and find the joint constraint that the Frail et al. (2001) relation
puts on a and b.

The afterglow emission becomes prominent when the GRB
ejecta sweeps enough of the external medium to decelerate
significantly. After this timemost of the energy is in the shocked
external medium, and energy conservation implies

� � �2�c2 ¼ �2Ac2R3�k=(3� k); ð1Þ

where � is the swept-up rest mass per solid angle.
In the UJ model �(tj) � 1=�j (Rhoads 1997; Sari et al. 1999),

while in the USJ model �(tj) � 1=�obs (Rossi et al. 2002; Zhang
& Mészáros 2002) and the emission around tj is dominated by
material close to our line of sight. Together with the relation
R � 4�2ct, we have

tj �
1

4c

(3� k)�(�)

Ac2

� �1=(3�k)

�2(4�k)=(3�k) / �½2(4�k)�a�=(3�k);

ð2Þ

where � ¼ �j for the UJ model and � ¼ �obs for the USJ model.
Now, in order to satisfy the observed correlation,5 tj /
E�1
�;iso / �aþb, we must have

k � aþ b ¼ 2(4� k)� a

3� k
: ð3Þ

Therefore, if we allow the efficiency and the energy per solid
angle to vary in this way, we obtain the condition b ¼ (2 �a)
(4� k)=(3� k) or a ¼ 2� b(3� k)=(4� k) in order to repro-
duce the observed correlation of Frail et al. (2001).

For the USJ model, interesting constraints on the power-law
index aUSJ of the energy per solid angle have been derived from
the shape of the afterglow light curve (Granot & Kumar 2003;
Kumar & Granot 2003). For aUSJP 1:5 the change in the tem-
poral decay index across the jet break is too small compared to
observations, while for aUSJk 2:5 there is a very pronounced
flattening of the light curve before the jet break, which is not
observed. The latter feature arises since the inner parts of the jet
near the core, where � is the largest, become visible. This ex-
plains why this feature becomes more pronounced for aUSJ > 2,
where most of the energy in the jet is concentrated at small
angles, near the core. There is no sharp borderline where the
light curves change abruptly. Instead, the light curves change

5 We have E�1
�; iso / �aþb, since E�; iso(�) ¼ 4��(�)��(�). The peak isotropic

equivalent luminosity is given by L ¼ E�; iso=T, where T is the effective duration
of the GRB, which is assumed to be uncorrelated with L so that L has the same �
dependence as E�; iso.
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smoothly with the parameter aUSJ. Altogether, the observed
shape of the afterglow light curve constrains the parameter aUSJ
to be in the range 1:5PaUSJP 2:5. It is important to stress
that this constraint applies only to the USJ model and not to the
UJ model, since in the former aUSJ determines the structure of
an individual jet (and therefore affects the light curves), while in
the latter the structure of an individual jet is fixed and aUJ only
affects how the uniform � changes between different jets of
different half-opening angles �j.

One might also try to constrain the power-law index b of the
�-ray efficiency �� from observations. This would, of course,
apply to both the USJ model and the UJ model. The way in
which this has been done so far is by taking �� ¼ E�;iso=(E�;isoþ
Ek;iso), where Ek;iso is the initial value of the isotropic equivalent
kinetic energy. However, it is hard to evaluate Ek;iso very ac-
curately. It is usually evaluated from afterglow observations
several hours to days after the GRB and can provide an estimate
accurate to within a factor of �2 or so for the kinetic energy at
that time. An additional and potentially larger uncertainty arises,
since at early times there is fast cooling and radiative losses might
reduce the initial kinetic energy by up to an order of magnitude
or so. This can be taken into account, but introduces an addi-
tional uncertainty in the value of Ek;iso that is estimated in this
way.

Panaitescu & Kumar (2001, 2002) evaluated Ek;iso from a fit
to the broadband afterglow data for 10 different GRBs and
obtained �� k 0:5 for most of these GRBs and �� k0:1 for all of
them. There seems to be no particular correlation with �, but
because of the small number of bursts and the reasonably large
uncertainty in Ek;iso, there might still be some intrinsic corre-
lation. Lloyd-Ronning & Zhang (2004) used the X-ray lumi-
nosity at 10 hr to estimate the kinetic energy at that time and
used a simple analytic expression (Sari 1997) to account for the
radiative losses. In this way they estimated �� for 17 GRBs and
one X-ray flash (XRF 020903). Their Figure 6 suggests that ��
decreases with �, although they claim that this is not statistically
significant. Since most of the estimates for �� are k0.5 and are
for small values of �, and since �� < 1 by definition, this sug-
gests bk 0 (otherwise we would have �� > 1 at large �, which is
impossible). Moreover, Figure 6 of Lloyd-Ronning & Zhang
(2004) suggests that 0P bP1. If we assume that 0P bP 1, then
equation (3) would imply 1:25P aP 2, 2P kP 2:25 for k ¼ 0,
and 1:5PaP 2, 2PkP 2:5 for k ¼ 2.

3. LUMINOSITY FUNCTION FOR DIFFERENT
JET STRUCTURES

For simplicity, we assume that the emission from theGRB jet is
axially symmetric, so that the observed luminosity depends only
on the viewing angle � from the jet axis and does not depend on
the azimuthal angle �. It is convenient to define the probability
distribution P(Lj�), where P(Lj�)dL is the probability for an iso-
tropic equivalent luminosity between L and Lþ dL, when view-
ing the jet from an angle �. Naturally, wemust have

R
P(Lj�)dL ¼

1 for any value of �. The probability of viewing the jet from
an angle between � and �þ d� is simply P(�)d� ¼ sin �d�, andR
0
�=2P(�) d� ¼ 1. Averaging over the viewing angle �we obtain

the overall probability distribution for L,

P(L) ¼
Z �=2

0

P(�)P(Lj�) d� ¼
Z 1

0

P(Lj�) d cos �: ð4Þ

For a universal GRB jet structure, i.e., if all GRB jets have
the same intrinsic properties, then equation (4) represents the
GRB luminosity function.

As a simple and very useful example, let us consider a
universal structured jet model where6 P(Lj�) ¼ 	½L� L(�)�
and L(�) ¼ L0(�=�0)

�k. Using equation (4) this implies P(L) ¼
(�0=kL0)(L=L0)�1�1=k sin �(L), where �(L) ¼ �0(L=L0)�1=k, and
for �(L)T1 it reduces to P(L) � (�20=kL0)(L=L0)

�1�2=k. Alter-
natively, one may assume P(L) ¼ C0L

�
,7 where 
 ¼ 1þ 2=k
and C0 � k�1�20L


�1
0 is determined by the normalization con-

dition,
R
P(L)dL ¼ 1.

An important point to stress here is that P(L) represents the
average over all possible viewing angles. Even if the jet is
assumed to have a sharp outer edge at some finite angle �max,
with some probability distribution P�(L) for � < �max, such that
P�(L)¼ (1� cos �max)

�1
R �max
0

d� sin �P(Lj�) and P(Lj� > �j) ¼
	(L), then P(L) ¼ (1� cos �max)P

�(L)þ cos �max	(L).
If the GRB jet structure is not universal, and P(Lj�) depends

on additional parameters that describe the jet structure, then
equation (4) needs to be averaged over these parameters in or-
der to obtain the GRB luminosity function. For example, for
a uniform jet of half-opening angle �j, we have P(Lj�; �j) ¼
�(�j � �)P�(Lj�j)þ�(�� �j)	(L), where P

�(Lj�j) is the prob-
ability distribution of L inside the jet (at � < �j) for a given
value of �j. In this case, if P(�j) is the probability distribution for
�j, then the GRB luminosity function is given by

P(L) ¼
Z �=2

0

P(�j) d�j

Z �=2

0

P(�)d�P(Lj�; �j)

¼
Z �=2

0

P(�j) d�j (1� cos �j)P
�(Lj�j)þ cos �j	(L)

� �
: ð5Þ

In analogy with the USJ model, we assume for the UJ model
that � ¼ �0(�j=�min)

�aUJ and �� ¼ ��;0(�j=�min)
�bUJ . Note that

since � ¼ Eiso=4� � E=2��2j , this implies that the true energy
is not necessarily constant, E / �2�aUJ

j
. In order to imitate a

structured jet with a uniform core, we chose

P(�j) ¼ �(�j � �min)�(�max � �j)C(q)�
�q
j þ B(q)	(�j � �min);

ð6Þ

where C(q) ¼ ½1� B(q)�(1� q)=(�1�q
max � �1�q

min ) for q 6¼ 1 and
C(1) ¼ ½1� B(1)�= ln (�max=�min) from the normalizationR
P(�j) d�j ¼ 1. For P�(Lj�j) ¼ 	½L� L(�j)�, where L(�j) ¼

Lmin(�j=�max)
�kUJ and Lmin ¼ L(�max), this implies

P(L)¼�(L� Lmin)�(Lmax � L)
C�1�q

max

kUJLmin

1� cos �j(L)
� �

;
L

Lmin

� ��1�(1�q)=kUJ

þ B 1� cos �minð Þ	(L� Lmax)

þ B cos �min þ C

Z �max

�min

d���q cos �

� �
	(L)

��(L� Lmin)�(Lmax � L)
C�3�q

max

2kUJLmin

L

Lmin

� ��1�(3�q)=kUJ

þ B
�2min

2
	(L� Lmax)

þ 1� B
�2min

2
� C

2

(�3�q
max � �3�q

min )

(3� q)

" #
	(L); ð7Þ

6 This is the standard universal structured jet model (Rossi et al. 2002;
Zhang & Mészáros 2002) for k ¼ 2, and assuming no scatter in L for a given �.

7 This is a pure power law in L for all �, instead of just for �T1 as we had
before.
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P�(L)¼�(L� Lmin)�(Lmax � L)
C�1�q

max

kUJLmin

L

Lmin

� ��1�(1�q)=kUJ

þ B	(L� Lmax); ð8Þ

where �j(L) ¼ �max(L=Lmin)
�1=kUJ .

In the case of the structured jet discussed above, with a sharp
outer edge at some finite angle �max and a uniform core within
some angle �c, we have

P(Lj�) ¼�(�c � �)	(L� Lmax)

þ�(���c)�(�max��)	½L�L(�)�þ�(���max)	(L);

ð9Þ

where L(�) ¼ Lmin(�=�max)
�kUSJ and Lmin ¼ L(�max). Therefore,

P(L) ¼�(Lmax � L)�(L� Lmin)
�max

kUSJLmin

sin �(L)

;
L

Lmin

� ��1�1=kUSJ

þ (1� cos �c)	(L� Lmax)

þ 	(L) cos �max

��(Lmax � L)�(L� Lmin)
�2max

kUSJLmin

L

Lmin

� ��1�2=kUSJ

þ �2c
2
	(L� Lmax)þ 1� �2max

2

� �
	(L); ð10Þ

P�(L) ¼ (1� cos �c)

(1� cos �max)
	(L� Lmax)

þ �(Lmax � L)�(L� Lmin)

(1� cos �max)��1
maxkUSJLmin

sin �(L)
L

Lmin

� ��1�1=kUSJ

� �c
�max

� �2

	(L� Lmax)þ�(Lmax � L)�(L� Lmin)

;
2

kUSJLmin

L

Lmin

� ��1�2=kUSJ

; ð11Þ

where �(L) ¼ �max(L=Lmin)
�1=kUSJ and

R1
Lmin

P�(L) dL ¼ 1, as it
should be. Note that the coefficient in the first term in the
expression for P(L) includes �max only through the combina-
tion �maxL

1=k
min ¼ �max½L(�max)�1=k, which is independent of �max

(for a fixed normalization of L) since L(�) / ��k.
By comparing equations (7) and (10) one can also see that a

similar luminosity function can be obtained for different values
of k ¼ aþ b, as long as kUJ=kUSJ ¼ (3� q)=2. In this case,
when q 6¼ 1, then kUJ 6¼ kUSJ. For the same �max, Lmin, and Lmax

we have Lmax=Lmin ¼ (�max=�min)
kUJ ¼ (�max=�c)

kUSJ , which im-
plies �c=�min ¼ (�min=�max)

(1�q)=2 (where �c < �min for q < 1
and �c > �min for q > 1). In order for the luminosity functions
to be the same for the core of the structured jet, which is rep-
resented by the term /	(L� Lmax), the ratio of this term to the
other terms should be the same for equations (7) and (10). Thus,
we obtain

C(q) ¼ �1�q
min

(3� q)
þ �1�q

max � �1�q
min

(1� q)

" #�1

; ð12Þ

B(q) ¼ 1þ (3� q)

(1� q)

�max

�min

� �1�q

�1

" #( )�1

; ð13Þ

where B(1)¼C(1)=2¼ ½1þ2ln (�max=�min)��1
andC(q)=B(q)¼

(3� q)�q�1
min .

The normalization of the first two terms in equation (7) for
the UJmodel is smaller than that of the (corresponding) first two
terms in equation (10) for the USJ model by a factor of

f (q) ¼ �min

�max

� �1�q

þ (3� q)

(1� q)
1� �min

�max

� �1�q
" #

�
(3� q)=(1� q) (q < 1);

2=(q� 1)½ �(�max=�min)
q�1 (q > 1);

�
ð14Þ

where f (1) ¼ 1þ 2 ln (�max=�min). This factor f is the ratio of
the true GRB rate for the UJ model to the true GRB rate for the
USJ model that corresponds to the same luminosity function
(i.e., eqs. [7] and [10]). Figure 1 shows f (q) for three different
values of �max=�min. The fact that f (q) > 1 means that a larger
number of uniform jets is needed, compared to structured jets,
in order to reproduce the same luminosity function and the same
observed rate of GRBs, ṄGRB. This means that for the same ṄGRB

the intrinsic GRB rate per unit comoving volume, RGRB(z), and
specifically RGRB(z ¼ 0), is larger by a factor f for the UJ model
compared to the USJ model.

The same factor f is obtained from the ratio of the energy
output in �-rays of a single structured jet to the average energy
output in �-rays of a uniform jet. This ratio must equal the
ratio of the intrinsic rates, since the total energy output in �-rays
per unit time per unit volume must be the same (Guetta et al.
2005).

We can see that f � 1 for q < 1 and f � (�max=�min)
q�1 for

q > 1. This can be understood as follows. Since most of the
solid angle of the structured jet is near �max, the number of
uniform jets with �j � �max should be comparable to the number
of structured jets. Therefore, for q < 1, where most of the uni-
form jets have �j � �max we have f � 1, while for q > 1, where
most of the uniform jets have �j � �min, f � (�max=�min)

q�1 is
roughly the inverse of the fraction of jets with �j � �max.

�

Fig. 1.—Ratio f (eq. [14]) of the true GRB rate for the UJ model to the true
GRB rate for the USJ model, given the same observed GRB rate and lumi-
nosity function (i.e., the same logN log S distribution), as a function of the
slope q of the probability distribution for the opening angle �j of the uniform
jet, P(�j) / ��q

j for �min < �j < �max. See text for details. [See the electronic
edition of the Journal for a color version of this figure.]
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We have demonstrated that the luminosity function of the
USJ model can be imitated by the UJ model with the appro-
priate choice ofP(�j). The implied true GRB rate RGRB(z) for the
same observed GRB rate ṄGRB would always be larger (by a
factor f ) for the UJ model. For the UJ model, the term
B	(�j � �min) in P(�j) that produces the term /	(L� Lmax) in
P(L) is somewhat artificial and was introduced only to make a
complete analogy with P(L) for the USJ model. The exact form
of the cutoff near �min is not clear and probably would not have a
very large effect on the log N log S distribution, making it hard
to distinguish between the two models in this way. It is also
important to keep in mind that the observational constraints on
the parameter a from the shape of the afterglow light curve,
namely, 1:5PaUSJP 2:5, apply only to the USJ model and not
to the UJ model.

The form of the luminosity function given in equations (7) or
(10) is valid only if �kL(�) � const, where � ¼ �obs for the USJ
model and � ¼ �j for the UJ model. How well this condition is
satisfied may be tested by using the values of both L and � that
were estimated from observations for a sample of GRBs. We
consider a subsample of 19 GRBs out of the Bloom et al. (2003)
sample, for which there is both a known redshift and an estimate
for �. There are larger uncertainties in the determination of the
peak luminosity,8 as the bursts were detected by different in-
struments with different temporal and spectral sensitivities.
Following Guetta et al. (2005), we have extrapolated the GRB
fluxes to the BATSE range (50–300 keV) using the method
described in Sethi & Bhargavi (2001). In our analysis we have
used the median value of the spectral photon index in the 50–
300 keV band for the long bursts sample, �1.6, as found by
Schmidt (2001). The redshifts and fluxes were taken from the
table given in Van Putten & Regimbau (2003).

We calculate the values of �kL for such a sample and for
different values of kwithin the range allowed for the USJ model
from the constraints given above (namely, 1:5P aUSJP 2:5 and
eq. [3]): 1:83P kP 2:17 for k ¼ 0, and 1:5PkP2:5 for k ¼ 2.
Therefore, overall 1:5 < k < 2:5. The result of this analysis
is that the distribution of �kL(�) is not quite a delta function, and
there is some dispersion around the mean value. This dispersion
is reasonably fit by a lognormal distribution,

P(Lj�) ¼ 1

L�
ffiffiffiffiffiffi
2�

p exp � ln L� ln L(�)½ �2

2�2

( )
; ð15Þ

with L(�) ¼ L0(�=�0)
�k, where �k0L0 is the average value of

�kL(�) for the observed sample and � is the standard deviation
of ln ½�kL(�)�, which is determined by a fit to the dispersion of
the observed sample. This distribution approaches a delta
function (i.e., with no scatter) for � ! 0.

We performed fits of �kL to a sample of 19 bursts from Bloom
et al. (2003) that were observed by BATSE and BeppoSAX. For
k ¼ (1:5; 2; 2:5; 3) we obtained �k0L0 ¼ (15; 5:8; 2:2; 1:1) ;
1049 ergs s�1 and �obs ¼ (1:2; 1:2; 1:3; 1:5). These values of
�obs can be thought of as upper limits on � (i.e., �P�obs), since
the observed scatter in �kL(�) includes both the intrinsic scatter
(which should be reflected in �) and additional scatter due to
measurement errors in � (which produces some scatter �err),
which can be as high as tens of percent. Bloom et al. (2003)
obtain a factor of 2.2 for the scatter in ��2, implying that

�ln �P 0:4, and therefore �err P 0:4k.9 Assuming that the
measurement errors in � are uncorrelated with the intrinsic
scatter in �kL(�), this implies �2

obs � �2 þ �2
err P�2 þ (0:4k)2,

and therefore (1:0; 0:9; 0:8; 0:9)P�P (1:2; 1:2; 1:3; 1:5) for
k ¼ (1:5; 2; 2:5; 3).
The luminosity function in this case can be obtained using

equations (4) and (15). It is important to note that the integral in
equation (4) must be done over all possible viewing angles,
even if the jet is assumed to have a core angle �c and maximal
angle �max. In fact, together with the power-law index (k) and
normalization (�k0L0), the other two intrinsic parameters that
define a power-law universal structured jet are the angles of its
outer edge (�max) and inner core (�c). For the UJ model outlined
above, �max and �c are replaced by �max and �min, which deter-
mine the range of possible �j values, where P(�j) / ��q

j also
depends on an additional parameter q.
The observed rate of GRBs (over the entire sky) with a peak

photon flux greater than S is given by

ṄGRB(>S ) ¼
Z

P(L) dL

Z zmax(L;S)

0

RGRB(z)

(1þ z)

dV (z)

dz
dz; ð16Þ

where P(L) is given by equations (4) and (15), z is the redshift
of the GRB, zmax(L; S ) is the maximal redshift from which a
GRB with luminosity L and peak flux S can be detected, and
RGRB(z) is the (true) GRB rate per unit comoving volume V.10

The factor (1þ z)�1 accounts for the cosmological time dila-
tion, and dV (z)=dz is the comoving volume element.

4. CONSTRAINTS ON THE LUMINOSITY FUNCTION
OF THE USJ MODEL

We consider all the GRBs in the GUSBAD catalog (Schmidt
2004), which lists 2204 GRBs detected at a timescale of 1024ms.
This catalog contains all the long GRBs (T90 > 2 s; Kouveliotou
et al. 1993) detected while the BATSE onboard trigger (Paciesas
et al. 1999) was set for 5.5 � over background in at least two
detectors, in the energy range 50–300 keV. Using this sample
we estimate the ratio Cmax=Cmin for each burst, where Cmax is
the count rate in the second brightest illuminated detector and
Cmin is the minimum detectable rate. We find hV=Vmaxi ¼
0:335 	 0:007.
We also consider the Rowan-Robinson SFR (RR-SFR;

Rowan-Robinson 1999), which can be fitted with the expression

RGRB(z) ¼ �0
100:75z z < 1;

100:75 z > 1;

�
ð17Þ

where �0 ¼ RGRB(z ¼ 0) is the true GRB rate per unit comoving
volume at z ¼ 0. Throughout the paper we use the following
cosmological parameters: (�M ; ��; h) ¼ (0:3; 0:7; 0:7).
Objects with luminosity L observed by BATSE with a flux

limit Slim are detectable to a maximum redshift zmax(L; Slim).
The limiting flux has a distribution G(Slim) that can be obtained
from the distribution of Cmin of the GUSBAD catalog. Con-
sidering five main representative intervals we obtain that 30%,
30%, 10%, 20%, and 10% of the sample have Slim � 0:23, 0.25,

8 We use the peak luminosity since it is usually themost relevant quantity for
the triggering of the different detectors.

9 This is because the dominant measurement error in �kL comes from �k,
while L is measured more accurately.

10 Note that RGRB(z) is the true GRB rate, and it is obtained directly from this
formalism without any need for a ‘‘correction factor,’’ etc.
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0.22, 0.26, and 0.27 photons cm�2 s�1, respectively. Therefore,
we have

ṄGRB(>S ) ¼

Z
P(L) dL

Z
G(Slim) dSlim

Z zmax½L;max(S; Slim)�

0

RGRB(z)

(1þ z)

dV (z)

dz
dz

¼
Z
P(L) dL

"Z S

0

G(Slim) dSlim

Z zmax(L; S)

0

RGRB(z)

(1þ z)

dV (z)

dz
dz

þ
Z 1

S

G(Slim) dSlim

Z zmax(L; Slim)

0

RGRB(z)

(1þ z)

dV (z)

dz
dz

#
;

ð18Þ

where P(L) is given by equation (4). For the USJ model P(Lj� >
�max) ¼ 	(L), while P(Lj� < �max) is given by equation (15) with
L(�) ¼ Lmaxmin½1; (�=�min)�kUSJ �, where Lmax ¼ Lmin(�min=
�max)

�kUSJ . A similar dispersion is introduced in the UJ model.
The predicted logN log S distribution depends on the val-
ues of kUSJ, �c, �max, �, and the normalization �kUSJ0 L0, where the
last parameter is determined through a fit to observations and is
not considered to be a free parameter. The scatter � is constrained
by observations, (1:0; 0:9; 0:8; 0:9)P�P (1:2; 1:2; 1:3; 1:5)
for kUSJ ¼ (1:5; 2; 2:5; 3), but was allowed to vary over a
wider range when performing the fit to the data. The smallest
observed values of � provide an upper limit on �c of �cP 0:05,
while the largest observed values of � provide a lower limit
on �max of �maxk 0:5. For the USJ model the shape of the after-
glow light curves implies 1:5P aUSJP 2:5, and therefore 1:5P
kUSJP 2:5; however, since this limit does not apply to the UJ
model, and since we wanted to properly check the consistency
of the USJ with the data, we allowed kUSJ to vary over a wider
range when performing the fit to the data.

Combining the constraint from the Frail et al. (2001) relation
(eq. [3]) with the limit on k from the luminosity function allows
us to separately constrain a and b. From equation (3) we have
a ¼ 2(4� k)� (3� k)k ¼ 8� 3k for k ¼ 0 and 4� k for
k ¼ 2. Since for the USJ model 1:5P aUSJP 2:5 from the after-
glow light curves, this implies 11=6P kUSJP 13=6 for k ¼ 0
and 1:5PkUSJP 2:5 for k ¼ 2. For k ¼ 0, k must be close to 2
and b ¼ (4� k)(k� 2) falls in the range �2=3P bP2=3. For
k ¼ 2 this implies �1P bP 1. As discussed in x 2, direct esti-
mates of �� suggest 0P bP 1 (this applies both to the USJ
model and to the UJ model). The different constraints on the
parameters a and b are summarized in Figure 5.

If the luminosity function forces kUSJ to values less than 2,
then b must be negative, and if kUSJ approaches 1.5, this would
favor an external mediumwith a k ¼ 2 density profile. Note that
b < 0 corresponds to the dissipation efficiency increasing with
angle, as would be expected if it is associated with a shear layer
well outside the jet core. We note that highly relativistic jets
passing through an external pressure gradient less steep than
r�4 can develop a shocked layer near the jet boundary because
of the loss of causal contact between the jet interior and wall. If
this shock is responsible for the �-ray emission, it could lead to
radiative efficiency increasing with �.

On the other hand, if the luminosity function implies kUSJ > 2,
this would imply b > 0, i.e., a �-ray efficiency �� that decreases
with �, which is more consistent with direct estimates of �� . If
kUSJ approaches 2.5, this would favor a k ¼ 2 density profile.

We performed two fits to the data using a single power-law
luminosity function that can arise either in the USJ model or in
the UJ model. In the first fit we let all four free parameters vary:
kUSJ, �c, �max, and �. In the second fit we held the value of k
fixed at kUSJ ¼ 2 and allowed the remaining three parameters to
vary: �c, �max, and �. The second fit was performed since a value
of kUSJ ¼ 2 is expected in the simplest version of the USJ
model, where the �-ray efficiency �� is constant (bUSJ ¼ 0), and
therefore aUSJ ¼ kUSJ ¼ 2 because of the Frail et al. (2001)
relation (eq. [3]). Therefore, it is interesting to test whether this
simplest version of the USJ model is consistent with the ob-
served log N log S distribution.

In order to assign a �2 value to the fit we divided the
2204 GRBs in the GUSBAD catalog into 14 bins according to
their value of S, the peak photon flux. The first 11 bins are equally
spaced in log S. In the remaining 3 bins, which correspond to the
highest values of S, we chose a larger range of S values so as to
have at least Nmin ¼ 40 GRBs in each bin, in order to have rea-
sonable Poisson statistics. Since the overall normalization is an
additional free parameter in our fits, the number of degrees of
freedom (dof ) in our fits is � ¼ 14� (4þ 1) ¼ 9 in our first fit,
and � ¼ 10 in our second fit.

The results of the fits are presented in Table 1 and in Figures 2
and 3. When k is free to vary we obtain a best-fit value of
kUSJ ¼ 2:9þ0:2

�0:5; however, when we fix kUSJ ¼ 2 we still get an
acceptable fit. This suggests that although values of kUSJ > 2
are preferred by the data, a value of kUSJ ¼ 2 is still possible. On
the other hand, values of kUSJ < 2 become increasingly harder
to reconcile with the data. Values of kUSJ > 2, which are pre-
ferred by the data, correspond to b > 0 (a �-ray efficiency ��
that decreases with �) and for the USJ model kUSJ � 2:5 favors
k ¼ 2 (i.e., a stellar wind external density profile).

The first fit gives � ¼ 0:5þ0:7
�0:5, which indicates that this fit is

not very sensitive to the value of �. It also includes the range
0:8P�P1:3 for kUSJ ¼ 2:5 and 0:9P�P 1:5 for kUSJ ¼ 2:9
that are implied by observations. In contrast, the second fit with
a fixed kUSJ ¼ 2 gives � ¼ 0:8þ0:4

�0:2, which requires a positive
value of � in order to get a reasonable fit to the data.

The best-fit values of �c and �max are slightly higher for the
first fit, but are rather close between the two fits. The best-fit
values of �c ¼ 0:05þ0:005

�0:01 for a free k and �c ¼ 0:03þ0:005
�0:01 for a

fixed kUSJ ¼ 2 are close to the upper limit of �cP0:05 from
observations, and the allowed confidence regions do not allow
values much smaller (by more than a factor of �2) than this
limit. The best-fit values of �max ¼ 0:7 	 0:2 for a free k and
�max ¼ 0:5 	 0:05 for a fixed kUSJ ¼ 2 are close to the lower
limit of �maxk 0:5from observations and are not consistent with
�max ¼ �=2.

The true GRB rate that is implied from our fits is rather close
to the value of RGRB(z ¼ 0) � 0:5 Gpc�3 yr�1 that was found
by Perna et al. (2003). We obtain a slightly larger rate for the
free k fit compared to the fixed kUSJ ¼ 2 fit, but the difference is
very small. The rates we obtain for the USJ model are lower by a
factor of�300 compared to the estimate of Frail et al. (2001) for
the UJ model.

Finally, since the exact choice for the number and sizes of the
bins used in our fit is somewhat arbitrary and might have some
effect on our results, we estimate this effect more quantitatively
by repeating our fit for a single power-law luminosity function
with a larger number of bins, 26 instead of 14 (see Fig. 4). The
best-fit parameter values remained the same as for the original
binning (14 bins) up to the significant digits shown in Table 1,
while the 1 � confidence intervals slightly changed: kUSJ ¼
2:9þ0:2

�0:4, � ¼ 0:5þ0:7
�0:4, �c ¼ 0:05 	 0:05, and �max ¼ 0:7þ0:2

�0:1. The
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GRB rate is slightly higher, RGRB(z ¼ 0) ¼ 0:95þ0:25
�0:22 Gpc�3

yr�1, but well within the 1 � confidence interval for the original
binning. This demonstrates that while the exact choice of bin-
ning has some effect on our results, this effect is rather small.

In order to estimate the effect of our choice for the star for-
mation rate (or more accurately the GRB rate that is assumed to
follow the star formation rate up to an unknown normalization
constant) we repeated our fit with the original binning (14 bins)
but with a different star formation rate: SFR2 from Porciani
& Madau (2001). We obtained kUSJ ¼ 2:9þ0:3

�0:4, � ¼ 0:5 	 0:5,
�c ¼ 0:04 	 0:005, and �max ¼ 0:9 	 0:2. While changing the
star formation rate has a larger effect than changing the bin-
ning, the parameter values for the two different star formation
rates that we considered are still consistent with each other
within their 1 � confidence intervals. For the new star formation

rate we obtain a slightly lower true GRB rate, RGRB(z ¼ 0) ¼
0:65þ0:05

�0:17 Gpc�3 yr�1.

5. THE LUMINOSITY FUNCTION FOR THE UNIFORM
JET MODEL

The two fits that were discussed in x 4 for the USJ model still
apply to the UJ model with �c ! �min and kUSJ ! kUJ ; 2=(3�
q). The second substitution indicates a degeneracy where the
luminosity function P(L) and therefore the log N log S distri-
bution would be the same for UJ models with the same value of
kUJ=(3� q) ¼ (aUJ þ bUJ)=(3� q). This degeneracy does not
enable us to determineP(�j), which is parameterized by q from a
fit to the observed log N log S distribution. Such a fit can only
determine 
 ¼ 1þ 2=kUSJ ¼ 1þ (3� q)=kUJ, where P(L) /
L�
. The degeneracy might be broken if we could estimate the

TABLE 1

Fits to the logN log S Distribution

P(L) Model Model Parameters

RGRB(z ¼ 0)

(Gpc�3 yr�1) Goodness of Fit

Single power law ............................... kUSJ ¼ 2:9þ0:2
�0:5 0:86þ0:14

�0:05 (USJ ) �2 = 11.05 (9 dof )

� ¼ 0:5þ0:7
�0:5 5:4þ1:8

�1:0 (UJ, q = 1) P = 0.723 (1.10 �)

�c ¼ 0:05þ0:005
�0:01 . . . . . .

�max = 0.7 	 0.2 . . . . . .

Single power law + fixed kUSJ .......... kUSJ = 2 (fixed) 0:75þ0:07
�0:06 (USJ ) �2 = 14.67 (10 dof )

� ¼ 0:8þ0:4
�0:2 5:0þ1:3

�0:8 (UJ, q = 1) P = 0.855 (1.46 �)
�c ¼ 0:03þ0:005

�0:01 . . . . . .

�max = 0.5 	 0.05 . . . . . .

Double power law + � = 0 ...............  = 0.6 	 0.1 10.7 	 2.3 (UJ, q = 1) �2 = 10.57 (10 dof )

� ¼ 0:8þ0:2
�0:1 . . . P = 0.608 (0.86 �)

L51 ¼ 1:6þ0:8
�0:6

a . . . . . .

. . . . . . . . .

Notes.—The best-fit parameters with their 1 � confidence intervals are shown together with the implied true GRB rate
and the goodness of fit. The confidence intervals are the projection onto the relevant parameter axis of the region in the
multidimensional parameter space around the global minimum �2

min of �2, where ��2 ¼ �2 � �2
min < 1.

a Here L51 ¼ L�=(10
51 ergs s�1).

Fig. 2.—Observed cumulative log10N log10(Cmax=Cmin) distribution taken
from the GUSBAD catalog (solid steplike line) compared to the predicted
log10N log10(P=Plim) distributions for our best-fit models: a single power-law
luminosity function (relevant for both the USJ and the UJ models), both when
letting all parameters vary (dashed line) and when fixing kUSJ ¼ 2 (dotted
line), and a broken power-law luminosity function (solid line; relevant only
for the UJ model). [See the electronic edition of the Journal for a color version
of this figure.]

Fig. 3.—Same as Fig. 2, but for the differential distribution: log10(P=Plim)
is divided into 14 bins, the first 11 of equal size, and the remaining 3 with
varying sizes chosen such that the number of bursts per bin in the observed
sample is at least Nmin ¼ 40 (in order to have reasonable statistics so that the
Poisson error will not to be too large), and N is the observed (circles) or
theoretical (lines; only the values at the center of each bin count) number of
bursts in each bin. The edges of the bins are also plotted. [See the electronic
edition of the Journal for a color version of this figure.]
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true GRB rate in an independent way. This is since the true
GRB rate for the USJ model is determined from the fit to the
observed log N log S distribution, and the correction factor
for the UJ model depends only on q (see eq. [14] and Fig. 1).
Thus, an independent estimate of the true GRB rate would
enable the determination of q and would therefore constrain
P(�j).

The value of k ¼ aþ b is the same for the UJ and USJ
models if and only if q ¼ 1. In fact, the Frail et al. (2001)
relation as manifested in equation (3) implies that for q ¼ 1 and
a given value of k, it is enough that either a or b be the same for
the two models in order for k ¼ aþ b to be the same. Add to
this the fact that for q ¼ 1 there is an equal number of uniform
jets per logarithmic interval in �j, and q ¼ 1 might be consid-
ered as the most ‘‘natural’’ value for q. However, we emphasize
that there is no physical basis for comparing pairs of models
with kUSJ ¼ kUJ, and therefore no a priori reason for choosing
q ¼ 1. The only meaningful comparison is to observations.

The discussion in x 4 about the values of kUSJ, �, �max, and �c
for the USJ model are still valid for the UJ model, where �c is
replaced by �min and kUSJ is replaced by 2kUJ=(3� q). The true
GRB rate for the UJ model is higher than that for the USJ model
for the same fit to the observed log N logS distribution by a fac-
tor f (q), which is given in equation (14) and shown in Figure 1.
In Table 1 we provide the values for q ¼ 1 as an example. The
true GRB rate that we obtain for q ¼ 1 is a factor of �6–6.6
lower than that of Guetta et al. (2005) and a factor of �45–
50 smaller than that of Frail et al. (2001). However, since the
GRB rate that is obtained in this way has a strong dependence
on the value of q (see Fig. 1), the rates for q ¼ 1 are not very
meaningful (as discussed in the previous paragraph). A con-
stant efficiency (b ¼ 0) and a constant energy (a ¼ 2) imply
kUJ ¼ 2, which, together with the best-fit value of kUSJ � 2:9,
give q ¼ 3� 2kUJ=kUSJ � 1:6. For the best-fit parameter val-
ues this would imply f (q) � 14:4 and a true GRB rate of
RGRB(z ¼ 0) � 12:3 Gpc�3 yr�1.

It is remarkable that we obtain a good fit to the data for the UJ
model for a single power-law distribution of jet half-opening
angles, P(�j), and a scatter � in the peak luminosity for a given �j
that is consistent with observations. Previous works used a

broken power-law luminosity function P(L), which corre-
sponds to a broken power law P(�j), and no scatter (� ¼ 0). For
this reason, we also performed a fit with � ¼ 0 and a broken
power-law luminosity function P(L) with the parameterization
of Guetta et al. (2005), where11 P(L) / L�1� for L < L�, and
P(L) / L�1�� for L > L�. The results of this fit are shown in
Table 1 and Figures 2 and 3. We get a good fit where  ¼
0:6 	 0:1 and � ¼ 0:8þ0:2

�0:1 are consistent with having the same
value,  � � � 0:7. This last value implies 
 � 1:7, which is
consistent with our best-fit value of kUSJ ¼ 2:9, which implies

 ¼ 1þ 2=kUSJ � 1:7. This suggests that a broken power law is
not really necessary, and a single power law can provide a rea-
sonable fit to the data even for � ¼ 0 (as we obtain for the first
kUSJ ¼ 2 fit from the previous section, with different Lmin and
Lmax, which correspond to different �max and �c).

6. DISCUSSION

We have developed a formalism that enables us to calculate
the theoretical log N log S distribution for any GRB jet struc-
ture and directly provides the true GRB rate from a fit to the
observed log N log S distribution. This is a more straight-
forward approach compared to previous works (Schmidt 2001;
Guetta et al. 2005), which first calculated the GRB rate as-
suming an isotropic emission and then introduced a ‘‘correction
factor’’ in order to account for the effects of the GRB jet
structure. We have applied this formalism to the uniform jet
(UJ) model and to the universal structured jet (USJ) model and
performed fits to the GUSBAD catalog, which includes 2204
BATSE bursts. Our analysis improves on previous works by
(1) allowing the efficiency in producing �-rays to vary with �,
(2) including an internal dispersion in the peak luminosity L at
any given �, (3) introducing an inner core angle �c and an outer
edge �max in the USJ model, and (4) using a larger and more
uniform GRB sample. The results of our fits are summarized in
Table 1 and Figures 2 and 3.

A power-law luminosity function has also been fitted to the
log N log S distribution in some previous works (Hakkila
et al. 1996; Loredo &Wasserman 1998; Stern et al. 2002, here-
after STS02). Of these works, it is most useful to compare our
results to those of STS02, since their assumptions are the closest
to ours: like us, they assumed (�M ; ��) ¼ (0:3; 0:7) and that
the GRB rate follows the star formation rate. It is important to
keep in mind, however, that STS02 used a different GRB sam-
ple. STS02 obtained a power-law luminosity function at low
luminosities, with an index of 
 ¼ 1:4, where P(L) / L�
. This
is rather close to the power-law index of 
 ¼ 1:7 (or between
1.6 and 1.8 at 1 �) that we obtain over the whole luminosity
range for a single power-law luminosity function. It is also close
to the power-law index of 
 ¼ 1:6 (or between 1.5 and 1.7 at
1 �) that we obtain for low luminosities when using a broken
power-law luminosity function. Also, for a single power law,
we have a maximal luminosity (corresponding to the core an-
gle �c in the USJ model or the minimal jet half-opening angle
�min in the UJ model) with and exponential tail [due to the
assumed scatter around the mean value of L(�)], which is not
very different from an exponential cutoff (or decline) at high
luminosities, that was found to be a viable option by STS02.
Thus, we conclude that our results are consistent with those of
STS02.

Fig. 4.—Same as Fig. 3, but for a different binning of log10(P=Plim):
26 bins and Nmin ¼ 15. [See the electronic edition of the Journal for a color
version of this figure.]

11 Here we define  and � with a minus sign with respect to their defi-
nition in Guetta et al. (2005).
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The main differences between our work and previous works
in the literature that aimed constraining the GRB luminosity
function using the peak flux distribution are (1) the different
sample that we use and (2) the fact that we consider a differ-
ential peak flux distribution instead of the cumulative distri-
bution, since random errors propagate in an unknown way
in the cumulative distribution. Moreover, unlike previous au-
thors, we consider the possibility that the jet is structured and
derive the corresponding luminosity function, which in turn
puts constraints on the jet structure through the fit to the
log N log S distribution.

The values we obtain for �c in the USJ model or �min in the UJ
model are close to the upper limit of�0.05 that is implied by the
smallest values of � that are inferred from afterglow observa-
tions. Furthermore, they are not consistent with zero. The value
of �max that we obtain is close to the lower limit of �0.5 from
afterglow observations and is not consistent with �=2. There-
fore, we find that including �c (or �min) and �max is required in
order to obtain a good fit to the data.

We fit the observed distribution of �kL(�) (where L is the peak
luminosity) for a sample of 19 GRBs with a known redshift z
and an estimate for �, to a lognormal distribution with a standard
deviation �. We found the fit to a lognormal distribution to be
acceptable. The implied values of � are (1:0; 0:9; 0:8; 0:9)P
�P (1:2; 1:2; 1:3; 1:5) for k ¼ (1:5; 2; 2:5; 3), where we have
taken into account that part of the observed dispersion might
arise because of error in the estimated value of �. This is con-
sistent with the wide range of possible � values we obtain in
our fit for a free k, � ¼ 0:5þ0:7

�0:5, and with the smaller range of
values for our fit with a fixed kUSJ ¼ 2, � ¼ 0:8þ0:4

�0:2.
The Frail et al. (2001) relation constrains the values of the

power-law indices a and b of the energy per solid angle in the jet
(�) and the �-ray efficiency (��), respectively (see eq. [3]). For
the USJ model the observed shapes of the afterglow light curves
imply 1:5P aUSJP2:5 (Granot & Kumar 2003; Kumar &
Granot 2003), which in turn implies 11=6P kUSJP 13=6 and
�2=3PbUSJP 2=3 for k ¼ 0 or 1:5P kUSJP2:5 and �1P
bUSJP 1 for k ¼ 2. As discussed in x 2, direct estimates of
�� from afterglow observations suggest 0P bP 1. Our best-fit
value of kUSJ ¼ 2:9þ0:2

�0:5 favors a stellar wind external density
profile (k ¼ 2) and an efficiency that decreases with � (b > 0).
However, kUSJ ¼ 2, which corresponds to b ¼ 0 and does not
constrain the value of k, still provides an acceptable fit to the
data. The constraints on a and b are summarized in Figure 5.

For the UJ model we find a degeneracy in the luminosity
function, P(L) / L�
, where 
 ¼ 1þ (3� q)=kUJ and kUJ ¼
aUJ þ bUJ. Since a fit to the observed log N log S distribution
can only constrain the luminosity function P(L), in our case it
can only provide the value of 
. However, this constrains only
the value of (3� q)=kUJ ¼ (3� q)=(aUJ þ bUJ), and therefore
still does not enable us to determine the values q and kUJ sep-
arately. An independent estimate of the true GRB rate would
constrain f (q) and therefore q, and would thus enable one to
break this degeneracy.

Alternatively, one can make an additional assumption on aUJ
or bUJ. The true energy in the jet scales as E / �2�aUJ

j and a
constant energy corresponds to aUJ ¼ 2. If we assume a con-
stant energy, the Frail et al. (2001) relation (eq. [3]) implies
a constant efficiency (bUJ ¼ 0), and vice versa. In this case
kUJ ¼ 2 and the best-fit value of 
 ¼ 1þ 2=kUSJ � 1:7 implies
q � 1:6. For the best-fit parameter values this would imply

f (q) � 14:4 and a true GRB rate of RGRB(z ¼ 0) � 12:3 Gpc�3

yr�1. This last value is a factor of�2.7 lower than that of Guetta
et al. (2005) and a factor of �20 smaller than that of Frail et al.
(2001). It is also a factor of �4:9 ;103 smaller than the rate of
SNe Type Ib/c, RSN Ib=c(z ¼ 0) � 6 ; 104 Gpc�3 yr�1.
For aUJ ¼ 2 and bUJ ¼ 0, the 1 � confidence interval of

2:4 < kUSJ < 3:1 in kUSJ corresponds to 1:3 < q < 1:7, 9:5 <
f (q) < 16:5, andRGRB(z ¼ 0) ffi (7:7 16:5) Gpc�3 yr�1. These
values of q are not very far from q ¼ 1 for which there is an equal
number of jets per logarithmic interval in �j. It implies that there
are more jets with �j � �min compared to �j � �max, by a factor
of �(�max=�min)

q�1 � (2:1 9:1), where 9P �max=�minP23 (see
Table 1). If we allow the value of either aUJ or bUJ to vary, they
must both vary together in order to satisfy the Frail et al. (2001)
relation (eq. [3]). This would cause the values of q, f (q), and the
true GRB rate for the UJ model to all vary accordingly. The strong
dependence of f (q) on q (see Fig. 1) implies that this can poten-
tially increase the true GRB rate by a large factor. The fact that
f (q) > 1 for all q implies that the trueGRB rate for theUSJmodel,
which is given in Table 1, provides a lower limit for the UJ model.
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Fig. 5.—Summary of the constraints on the power-law indices a and b of
the kinetic energy per solid angle and the �-ray efficiency, respectively:
� / ��a and �� / ��b, where � ¼ �obs for the USJ model and � ¼ �j for the UJ
model. The constraint from the Frail et al. (2001) relation (eq. [3]) is shown
both for a constant density external medium (k ¼ 0) and for a stellar wind
environment (k ¼ 2). Also shown are the values of k ¼ aþ b for the best-fit
value (kUSJ ¼ 2:9) and the 1 � confidence interval (2:4 < kUSJ < 3:1) for the
USJ model, as well as k ¼ 2, which is still acceptable. The shaded regions
show the constraints 1:5PaUSJ P2:5 from the afterglow light curves, which
applies only to the USJ model, and 0PbP1 from estimates of the �-ray
efficiency, which applies to both the USJ model and the UJ model. The in-
tersection of these two shaded regions is indicated. [See the electronic edition
of the Journal for a color version of this figure.]
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