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Extended Abstract 

Sentiment Analysis (SA) is driven by the desire to understand people’s explicit thoughts and opinions on particular 
entities or situations, in a given text. A key question in SA is whether existing sentiment expressions are related to 
particular entities, which appear in the same text. This is an imperative question, since people are typically interested 
in sentiments on specific entities and not in the overall sentiment articulated in a document or an article. Effective 
methods are, therefore, needed for adequately relating sentiment expressions with underlining entities, or in other 
words, methods to determine the sentiment relevance for each entity of interest.  

In this work, we argue that a better binding of sentiment expressions with entities can be achieved by exploiting 
context information about the entity of interest, such as, the type of the entity, whether it is the only entity of its 
type in the document or one of many, the position of the entity within the document, section or paragraph, the 
lexical contents, etc. We establish that one of the most valuable context clues is the “focus of the document on the 
entity of interest”, i.e., whether the entity is the main topic of the document being analyzed, one of several main 
topics, or is just mentioned in passing. Hence, a document would likely have different foci with respect to the 
different entities mentioned within it. In the datasets we use for the experiments, the document type is manually 
annotated with respect to each entity, this allows us to directly observe the influence of this information on detecting 
sentiment relevance. We, further, show that this information can be automatically extracted using a supervised 
classification learning method, by using part of the annotated data as training data for the classifier. 

In order to assess the value of such information, we look at various methods for detecting sentiment relevance for 
entities. We consider both rule-based algorithms that rely on the entity’s physical or syntactic proximity to the 
sentiment expressions as well as more sophisticated machine learning classification algorithms. We demonstrate 
that the focus of the document on the entities within it is, indeed, an important piece of information, which can be 
accurately learned with supervised classification means.  

Understanding the nature of different entity types and the way they interact with entities of other types are 
additional properties that should be considered when determining the sentiment relevance for entities. In this work, 
we distinguish between cases where the interest is in one entity type, such as COMPANY or PRODUCT, and cases 
where the interest is in the interaction between entities of different types, for example the sentiment on a certain 
drug when treating a certain disease. This problem is close to Relation Extraction in a sense. In particular, we are 
interested in examples from the medical domain regarding three entity types: PERSON, DRUG, and DISEASE, where 
PERSON is restricted to known physicians. While each of the entity types can be the target of a sentiment expression, 
the more interesting questions in this domain involve multiple entities, specifically, the intersection of DRUG and 
DISEASE, in order to address questions such as "how effective is this drug for this disease?", and PERSON + DRUG + 
DISEASE, in order to address questions such as "what does this physician say about using this drug to cure this 
disease?" We solve the multiple-entity relevance problem by intersecting the relevance ranges of different-type 
entities, thus reducing the problem to the single-entity relevance detection. As such, the experiments regarding the 
multiple-entity relevance need only check the accuracy of this reduction. 

Existing sentiment analysis systems are typically differentiated on two general dimensions. The first is the level of 
granularity at which the analysis is being conducted and the second is the level of automatization, i.e., the extent to 
which ML versus rule-based techniques are applied. In this work, we primarily study the effect of information on the 
focus of the document in determining sentiment relevance and, therefore, look at a wide spectrum of methods for 
SA, while providing or withholding this particular information. At the lower-end of complexity, we execute a 
document-level analysis. This simple model serves as a baseline in evaluating the overall necessity of detecting 



sentiment relevance. At the next level, we execute sentence-level analysis in which a sentiment expression is 
deemed relevant only if the entity of interest is explicitly mentioned (including co-reference) in the same sentence. 
At a finer granularity level, we look at algorithms of two types, rule-based algorithms that rely on the entity’s 
proximity (physical and syntactic) to the sentiment expressions and ML algorithms (specifically, linear classification 
and sequence classification), which use a diversified set of features representation pertaining to the context in which 
the entity is mentioned. Using rule-based algorithms allow us to evaluate whether designing rules that are suited to 
the different possible foci of documents, can improve the performance of the detection task, which could, in turn, 
validate the benefit of exploiting this context information. The ML algorithms allow us to evaluate how well this task 
can be performed with supervised learning means.   

In addition to evaluating various algorithms for detecting sentiment relevance with manually annotated data on the 
focus of the document, we evaluate these algorithms with annotated data that was obtained with supervised 
classification means. In other words, we first learned the focus of the document for each entity using supervised 
means, and then evaluated the performances sentiment relevance algorithms using this automatically obtained 
data. Although many algorithms can be thought to be applicable to this task, comparing between the performances 
of different possible algorithms for identifying the focus of the document falls out of the scope of this study. The 
purpose of this particular exercise is to determine the feasibility of automatically identifying the focus of the 
document and not to find the most optimal methods. 

In this study, we pay particular attention to two domains of interest: Financial and Medical, but the results can be 
expanded to other domains. The main contributions of this study are on three levels, first, we show that sentiment 
relevance detection is important for the general task of sentiment analysis. Second, we show that the focus of the 
document is valuable information that should be considered when determining sentiment relevance, and that it can 
be learned with supervised ML means. Third, we compare between the performances of various methods for 
detecting sentiment relevance. Overall, we found that classification-based algorithms perform better than the 
deterministic ones in identifying sentiment relevance, with sequence-classification performing significantly better 
than direct classification.  
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