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Abstract

We present a new form of sum-
marization for scientific domains in
the form of conceptual maps which
model the hierarchy and the rela-
tions among problems and solutions
in a domain as presented in scientific
articles.

1 Introduction

Scientific articles are a very useful source
of information. Articles are written in a
“semi-structured” manner, that is, they
follow a standardized rhetorical structure
(abstract, introduction, motivation, related
work, citations), but are presented in free
text. The high variability of the form of
scientific articles complicates the task of
automatically extracting information from
them.

We adopt a general purpose ontological
schema describing problems, solutions and
their inter-relation. We attempt to gener-
ate a conceptual map of a given domain
using information extracted from a collec-
tion of articles annotated with the proposed
schema, which offers a visual summariza-
tion of the domain. Figure 1 shows an
example of such a conceptual map created
manually from ten annotated abstracts in
the field of summarization.

2 Related Work

In the field of automatic analysis of sci-
entific articles, some approaches have fo-
cused on understanding scientific argumen-
tation, which extracts sentences belonging
to a certain rhetorical zone, but does not
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Figure 1: A map of 10 abstracts about sum-
marization, created by merging 10 different
maps with some clustering and pruning.

attempt to model what the sentences say
(Gupta and Manning, 2011; Teufel and
Moens, 1999). In our work, we exploit the
rhetorical structure of articles, but also at-
tempt to model the hierarchy and the re-
lations among the problems and solutions
proposed in a specific scientific domain.

Other approaches focus on deep semantic
models of a specific domain and attempt to
perform full semantic interpretation of text
to construct a formal model of this domain
(Berant et al., 2014; Scaria et al., 2013).
We intend to cover a variety of unrelated
domains. As a result, we do not aim to
construct a full detailed semantic model of
the domain - capable of sophisticated infer-
ence and temporal reasoning. Instead, we
aim to capture systematic relations across
problems and solutions.

The construction of the proposed con-
ceptual maps is closely related to the field
of multi-document automatic text summa-
rization (Qazvinian et al., 2013; Jha et al.,
2015) - as it aims to identify central infor-
mation units within a collection of source



textual documents, and to present this in-
formation in a coherent manner. In con-
trast to summarization though, we propose
to present the central information in a for-
mal ontology and a visual representation as
opposed to a textual manner.

3 Annotation Schema

We adopted a simple domain-independent
annotation schema which includes six types
of relations, and two types of entities: tasks
or attributes. Tasks represent problems,
e.g., summarization, or solutions, e.g., ex-
tractive summarization.  Attributes are
properties of the tasks, e.q., effectiveness,
indicativeness, rouge (the name of a qual-
ity measure for text summarization). The
relations among entities are: Means-FEnd,
Instance-of, Consists-of, Associated-with,
Contributes-to, and Compares-to. Table 2
illustrates annotations extracted from a
sample text sample.

Index | Sentence

0 This paper analyzes the topic identification stage of single-document automatic text
summarization across four different domains, consisting of newswire, literary, scien-
tific and legal documents.
1 We present a study that explores the summary space of each domain via an exhaus-
tive search strategy, and finds the probability density function (pdf) of the ROUGE
score distributions for each domain.
2 We then use this pdf to calculate the percentile rank of extractive summarization
systems.
3 Our results introduce a new way to judge the success of automatic summarization
systems and bring quantified explanations to questions such as why it was so hard
for the systems to date to have a statistically significant improvement over the lead
baseline in the news domain.

Table 1: Sentences of an abstract of one of
the annotated articles, in the field of sum-
marization.

4 Methods and Datasets

To test the reliability of the scheme, two an-
notators manually annotated abstracts of
twenty scientific articles in the field of sum-
marization. After a few iterations, where
we adapted the schema and guidelines, the
annotators reached high agreement, and
the extracted information proved to be in-
formative. We are in the process of an-
notating another dataset consisting of ten
articles in the field of cyber-security.
Automatic annotation according to the
adopted schema requires a variety of NLP

Sentence Relation

0 MEANS-END

Arguments
- Target: summarization
- Means: single document summarization
- Parent: single-document automatic text summariza-
0 CONSISTS-OF tion
- Subtasks: topic identification
- Context: four different domains consisting of
newswire literary scientific and legal documents
- Instance: x
- Type: a study that explores the summary space of
each domain
- Target: x
- Means: an exhaustive search strategy
- Target: find the probability density function (pdf) of
the ROUGE score distributions
- Means: x
- Target: calculate the percentile rank of extractive
summarization systems
- Means: find the probability density function (pdf) of
the ROUGE score distributions
- Target: summarization
- Means: extractive summarization
- Target: x
- Means: judge the success of automatic summarization
systems
3 MEANS-END - Target: sing,lo-(lo(',.mn(‘m snnun@ization
- Means: lead baselinenews domain
ASSOCIATED- - Target: summarization
WITH - Property: quality
- Tasks1: summarization systems

1 INSTANCE-OF

1 MEANS-END

1 MEANS-END

2 MEANS-END

2 MEANS-END

3 MEANS-END

- Task2: lead baseline

- Property quality

- Associated-with: summarization
- Comparison-Value: <

- Context: news domain

3 COMPARES-TO

Table 2: Some of the relations extracted,
using our annotation scheme.

techniques: shallow semantic parsing to ex-
tract predicates and their arguments; en-
tity linking to align extracted entities to
a repository of candidate entities in the
domain; discourse parsing to extract rela-
tions, mainly Means-End, across semantic
predicates; terminology extraction to iden-
tify task names; and topic-based text seg-
mentation to facilitate relation extraction.
We have experimented with state of the art
tools to achieve these tasks and are in the
process of consolidating their output into
the target annotations described above.

Given an annotated collection of articles
on a given domain, we aim to generate a
conceptual map summarizing that domain.
Simply generating a map containing all the
relations described in every article, proved
to give unreadable results. Hence, the main
challenge lies in deciding which relations to
keep, and how to aggregate entities and re-
lations to create a readable conceptual map
that briefly covers the key aspects of the
domain. We are adapting multi-document
summarization techniques to this task and
designing evaluation metrics to assess its
effectiveness.
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