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Abstract

In this thesis we present a solution to the problem of privacy preserving graph planarity testing.
The setting involves several players that hold private graphs on the same set of vertices, and an
external mediator that helps with performing the computations. Their goal is to test whether the
union of their private graphs is planar in a privacy preserving manner. Namely, each player wishes
to protect his private edge set from the other players. We present two privacy preserving algorithms
that are based on the Hanani-Tutte (HT) theorem and have polynomial runtime. The HT Theorem
translates the planarity question into the question of whether a specific system of linear equations
over the binary field, Fo, is solvable. Our algorithms use techniques such as secure rank computa-
tion and oblivious Gaussian elimination as subroutines. This is the first time that a solution to this
problem is presented.
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1 Introduction

A planar graph G = (V, E) is a graph that can be embedded in the two-dimensional plane R?.
Namely, there exists a bijection ¢ from V' to R? and a representation of each edge e = (u,v) € F
as a continuous simple curve in R? with ¢(u) and ((v) as its end points, such that no two curves
intersect apart possibly for their end points.

Planar graphs constitute an attractive family of graphs, both in theory and in practice. In many
applications where graph structures arise, it is needed to test the planarity of those graphs. A classi-
cal example is in the area of integrated circuit (IC) design. An IC consists of electronic modules and
the wiring interconnections between them. It can be represented by a graph in which the vertices are
the modules and the edges are the wires. An IC can be printed on the surface of a chip if and only if
the graph is planar, because wires must not cross each other. Another setting in which planarity is a
natural notion is in road maps. A set of cities and interconnecting highways can be thought of as a
graph; the graph vertices are the cities while the edges are connecting highways. Such a map can be
constructed with non-crossing highways (in order to avoid constructing bridges or obstructing the
traffic flow by stop lights) iff the corresponding graph is planar.

A less known fact is that planar graphs appear in many chemical applications. A graph is called
chemical if it describes a chemical molecule, where the vertices correspond to atoms and the edges
correspond to their chemical bonds. The publicly available NCI chemical dataseﬂ which is com-
monly used as benchmark in graph mining, describes a large group of pharmaceutical compounds.
Out of those compounds, 94.3% elements are described by a chemical graph that are outer-planar
(a sub-class of planar graphs, that we describe and discuss in Section[5), see [25]]. Such graphs are
important in computational drug design [25]. Another example of chemical graphs are graphs that
represent the contact structure of bi-polymers, where the vertices are the monomers and the edges
are the covalent bonds. The DNA and RNA molecules form a special type of contact structure,
called secondary structures, and those graphs are also outer-planar [31].

Apart from the above motivating examples, there are cases in which the planarity of a graph
can be exploited in order to simplify and expedite the solution of some computational problems.
Examples include sub-graph isomorphism [15]], maximal clique [37], and maximum cut [22]. The
subgraph isomorphism problem is a computational decision problem in which two graphs G and H
are given as input, and one must determine whether G contains a subgraph that is isomorphic to H.
In case that (7 is a general graph and H is a fixed graph with & vertices, the running time is known to
be polynomial. But when G is planar and H is fixed, the running time of subgraph isomorphism can
be reduced to linear time [15]. The problem of finding a maximal clique with the largest possible
number of vertices in a general graph is known to be a NP-Complete, but for planar graphs it can be
solved in linear time [37]. In the decision maximum cut problem (Max-Cut), defined for a given a
graph GG and an integer £, it is needed to determine whether there is a cut of size at least k in G. As
the Max-Cut Problem is NP-complete, no polynomial-time algorithms are known for solving it in
general graphs. However, for planar graphs the computational cost can be reduced to a polynomial
time [22].

The problem of planarity testing, namely, deciding whether a given graph is planar or not, is
well-studied and well-understood. Optimal linear time planarity testing algorithms were proposed
in [24]] [11], but it seems unpractical to apply them in a privacy-preserving manner due to theirs
inner mechanism.

In this study we consider a distributed version of the planarity testing problem. In that problem
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there exist several players, P, ..., Py, each one holding a private graph on the same set of vertices;
namely, P; has a graph G; = (V, E;) where V is publicly known and shared by all, while E;
is private, 1 < i < d. They wish to determine whether the union graph G = (V| E), where
E = U;-i:l E;, is planar or not. As the edge sets F;, 1 < ¢ < d, are private, that planarity testing
should be carried out in a privacy-preserving manner. We propose here secure protocols for that
purpose which are based on the Hanani-Tutte theorem [39].

Our protocols are protocols of Secure Multiparty Computation (SMC). In the general setting of
SMC [44], there are several parties, P, ..., Py, where each P; holds a private value z;. The goal
is to compute f(x1,...,24), where f is some publicly known function, so that each party does
not learn anything about the private inputs of the other parties, except what is implied by its own
input and the output f(z1, ..., z4). While generic SMC protocols apply in theory to a wide class of
functions, their applicability in practice is limited to functions that have a compact representation as
a boolean or arithmetic circuit, due to their high computational and communication complexities.
Further studies in this field aim at finding more efficient solutions for specific SMC problems, from
a wide range of domains.

Here we consider an SMC problem where the private inputs are graphs. Problems of secure
multi-party computations on distributed graphs are of much interest and importance. Nonetheless,
due to their apparent difficulty, very few studies were published so far on such problems. The first
such study was by [12] who presented new algorithms for privacy-preserving computation of the all-
pairs-shortest-distance and single-source-shortest-distance problems. A more recent study is that of
[2] who designed secure multi-party computation techniques for the shortest path and the maximum
flow problems. Another example is the work of [27] who presented oblivious implementations of
several data structures for secure multi-party computation and then offered a secure computation
of Dijkstra’s shortest path algorithm on general graphs, where the graph structure is secret. The
problem of privacy-preserving computation of the Minimum Spanning Tree (MST) was considered
in the recent study by [30]. In that study, Laud shows how the MST-finding algorithm by [S]] can
be executed without revealing any details about the underlying graph, beside its size. Finally, we
mention the work of [3] that proposed SMC protocols for computing vertex centrality in distributed
graphs.

We focus here on the case of d = 2 players; the extension to any number d of players is straight-
forward. Our protocols are in the mediated model that was presented in [1l]. In that model, there
exists an external mediator 7' to which the players may export some computations, but the mediator
should not learn information on the private inputs of the players or the final output. We assume that
all interacting parties (the players as well as the mediator) are semi-honest. Namely, they follow
the protocol specification, but they try to extract from their view in the protocol information on the
private inputs of other players.

The outline of this work is as follows. In Section [2| we provide the relevant background on
planarity testing. Then, in Section [3] we cover the relevant cryptographic background: Oblivious
transfer, Yao’s Millionaires’ problem, Yao’s garbled circuit protocol, the BGW protocol, and ho-
momorphic encryption. Apart from those general purpose tools, we also describe the work of [35]]
about oblivious testing of the solvability of an encrypted linear system of equations, and the work
of [28]] about computing the rank of an encrypted matrix. Section ] holds the main part of this
work — our novel privacy-preserving planarity testing protocols. In Section [5| we describe further
results, regarding graph coloring and testing outer-planarity, that rely on the protocols described in
the previous section. We conclude in Section|[6]



2 Background: Planarity testing

A graph G = (V, E) is called planar if it is possible to draw it in the Euclidean plane with
no crossings among the edges. Well known characterizations for planar graphs were proposed by
both Wagner [43] and Kuratowski [29]. For example, the Wagner’s characterization states that a
graph is planar iff it does not have the graphs K5 or K33 as a minor (see FigurdI). Namely, K
or K33 cannot be obtained from G' by a sequence of these operations: contracting edges, deleting
edges and deleting isolated vertices. However, directly applying either Wagner’s or Kuratowski’s
characterizations in order to test the planarity of a given graph yield exponential-time algorithms
[38]]. Moreover, there exist linear-time algorithms for testing planarity, but they are rather iterative
or using a DFS-subroutine [38]. However, those features of these algorithms turn out to be signifi-
cant obstacles when trying to devise corresponding privacy-preserving variants of these algorithms.
Thus, none of the above-mentioned approaches seem to be adequate in order to base on them an
efficient privacy-preserving planarity testing algorithm.

Vi

Figure 1: The minors that cannot appear in a planar graph — K5 and K3 3.

In this paper we focus on testing the planarity via Hanani-Tutte theorem. Before we introduce
the theorem, we give some preliminary definitions.

e Every graph G = (V, E) has many possible embeddings in R?; each such embedding is called
a drawing and is denoted by D.

e Independent edges: edges that have no vertex in common. We let E5"? denote hereinafter the
set of all pairs of independent edges (e, f) in E.

e jocr(D): the number of pairs of independent edges of G that cross in D an odd number of
times.

e jocr (@) is the minimum of iocr(D) over all drawings D of G.
e If e € E weleta(e) and b(e) denote the two vertices that it connects.

e For a drawing D and a pair of edges e and f, parityp(e, f) denotes the parity of the number
of crossings between e and f in D.

e Let D be a drawing of G. Then for a given edge e and a vertex v, an (e, v)-move consists of
taking a small section of e and deforming it in a narrow tunnel to make it pass over v (while
avoiding passing over vertices other than v). The effect of an (e, v)-move in a drawing D is
that parityp (e, f) changes for all edges f that are adjacent to v and remain unchanged for
all other edges f (see Figure2).



Figure 2: Performing an (e, v)-move.

Theorem 2.1 (Hanani-Tutte). A graph G is planar iff iocr(G) = 0. Namely, G is planar iff it has a
drawing in which every two independent edges cross evenly.

The Hanani-Tutte Theorem gives rise to the following planarity testing algorithm. It starts with
an arbitrary drawing D of the input graph G, preferably a drawing in which parityp(e, f) can be
computed efficiently for every pair of independent edges in G. Then, the algorithm tries to find
another drawing D’, by making a series of (e, v) moves, such that iocr(D") = 0. If it succeeds,
then the graph is planar, otherwise it is not. WLOG, it is assumed that the position of all vertices
remains unchanged; the only changes in D’ with respect to D is in the curves that represent the
edges.

The existence of D’ can be determined by considering the following system of linear equations.
Define the following | E| - (|V'| — 2) binary variables

{Zen:ec E,oeV\{ale),ble)}}. (D

The binary variable z., will equal 1 iff the transition from D to D’ included an (e, v)-move. It is
ind

now clear that for any pair (e, f) € E&™,

parityp (e, f) = parityp(e, f) + Tea(f) + Tep(f) + Tra(e) T Tfpe) mod 2.

Hence, given the drawing D, there exists a drawing D’ with iocr(D’) = 0 iff there exists a solution
to the system of ]E%”d equations

parityp(e, f) + Tea(s) + Tep(s) + Trae) + Trpey =0 mod2 (e, f) € B (2)

Hence, G is planar iff the system of equations (2) has a solution over F5.
So, to summarize: the algorithm starts with an arbitrary drawing D of G, in which parityp (e, f)
can be computed efficiently for all (e, f) € Eé”d. Then, it attempts to solve the system in Eq. .
Let us denote n = |V/|. It is well known the graph is planar only if |E| < 3n — 6. Therefore,
the number of unknowns in the system in Eq. is O(n?). This implies that the complexity of the
algorithm is O(n9).



3 Background: Cryptographic tools and protocols

In this section we provide a description of the cryptographic tools and protocols that we will use
in our privacy-preserving planarity testing. The first ones are classical and general-purpose building
tools: homomorphic encryption (Section [3.1), oblivious transfer (Section [3.2), Yao’s protocol for
solving the Millionaires’ problem [44] (Section [3.3]), Yao’s garbled circuit protocol (Section [3.4)),
and the BGW (Ben-Or Goldwasser Wigderson) protocol [[7] (Section . We then describe a
protocol for performing Gaussian elimination of an encrypted matrix (Section[3.6)), which it is based
on [35]]. Finally, we describe a protocol for computing the rank of an encrypted matrix (Section[3.7)),
which is based on [28]].

3.1 Homomorphic encryption

An encryption function F is called (additively) homomorphic if the domain of plaintexts is a
commutative additive group, the domain of ciphertexts is a commutative multiplicative group, and
for every two plaintexts, my and ma, F(mq1 + mg) = F(my) - F(mz). When the encryption
function is randomized (in the sense that F(m) depends on m as well as on a random string) then
F is called probabilistic.

Homomorphic encryption functions allows performing arithmetic computations in the ciphertext
domain. A probabilistic encryption function is essential when dealing with plaintexts that come
from a small and publicly known domain (such as binary plaintexts, as is the case in our problem).
The Paillier cipher [36] is both homomorphic and probabilistic; it is semantically secure under
the decisional composite residuosity assumption [36]. Its plaintext domain is the group Z, for a
modulus v which is a product of two large primes.

An example of a homomorphic cipher over 5 can be found in [20] (GM). We proceed to describe
a generalization of that cipher that works over the extension field Fox that was proposed in [17]. Let
p(x) be an irreducible polynomial of degree k. Then FF,: is the set of all polynomials of degree
strictly less than k£ with coefficients in [Fo. Addition of two polynomial elements in Fyx is defined as
aregular polynomial addition, whereas multiplication is defined by multiplying the two polynomials
and then taking the residue of the product modulo p(z).

To encrypt an element a € Fox, one encrypts separately each coefficient of the polynomial that
a describes, with an encryption scheme over Fy (such as GM). Hence, the addition of encrypted
values is done coefficient-wise using the homomorphic property of the encryption over Fg, which
requires O (k) homomorphic additions of encrypted elements. Performing encrypted multiplication
of F(a - b), where a,b € For, a is given in the clear and b is given in its encrypted form, F(b), is a
bit more complicated. Let A[z] and B|x] be the polynomials with degree strictly less than & which
a and b represent, respectively. Then, our goal is to compute C[z] = A[z|B[x] mod p(x) =
Z?iﬁ cjz? mod p(z), where C[x] is encrypted. It is easy to see that the multiplication of the
publicly known polynomial A[x] with the coefficient-encrypted polynomial B[z] can be carried out
using the homomorphic properties of the GM encryption. The more tricky part is to compute the
reduction of C'[z] modulo the publicly known polynomial p(z).

Let us denote the encrypted coefficients of C[z] by F(co),...,F(cor_2) and u;[z] = 2k
mod p(z) for 0 < i < k — 2. Since p(x) is publicly known, u;[z] are publicly computable polyno-
mials of degree k — 1 with coefficients in Fy. Let afz] = ¢j_12* " + ... 4 cox® and let o;[x] be



defined as u;[x] if ¢4, = 1, and 0 otherwise, 0 < i < k — 2. Then, we need to compute

k—2

Clz] mod p(z) = afz] + Z a;lx]. 3)
=0

Given u;[x] and F(cg4,) for 0 < ¢ < k — 2, it is possible to compute the encryption of «;[z] for
0 <4 < k — 2 using the homomorphic properties of the GM encryption. Finally, the sum on the
right hand side of Eq. (3) can be computed via addition of homomorphic encrypted values. The
overall computation can be done by O(k?) operations and it is worth mentioning that once u; [z] are
computed, they can be reused for future homomorphic computations.

Boneh et al. [9] proposed a special encryption function that preserves homomorphism over any
number of additions, but, in addition, preserves homomorphism over a single multiplication. Hence,
their cipher can be used to compute any quadratic polynomial of the plaintexts in the ciphertext
domain. In their method there are two groups, G and G, and a bilinear map between them, e :
G x G — G1. Both groups are of order v = ¢1¢2. We can encrypt in either G or in G;.

& — Encryption in G: g is a generator of G and h is an element of order ¢; in G. Then, we can
encrypt every integer in I, by m +— g"*h", for some random r € [, .

&1 — Encryption in G1: Define g1 = e(g,¢g) and hy = e(g, h). Then g; is a generator of G, and
hy is an element of order ¢; in G;. Then we can encrypt every integer in F,, by m — ¢{*hj, for
some random r € I, .

In our algorithm we assume that P, and P> generate such a cipher and keep the private key secret
from 7'. In addition, they create another homomorphic encryption function F over Fa, such that

]:(1'1 @132) = .7:({E1) . ]:({L‘z)



3.2 Oblivious Transfer

A 1-out-of-2 Oblivious Transfer protocol (OT) involves two players. P; has two values vg, v1,
while P, has a selection bit . At the end of the protocol P, gets v; but learns nothing about v; _;,
while P learns nothing. There are many implementations of that functionality. We present here
one such implementations in Protocol [T}

Protocol [1| begins with P, generating a key pair (kP“?, kP"") in some public-key cipher and an-
other public key, k. As we assume that the players are semi-honest, P, does not cheat and does
not generate the private key of k. In addition, k- should be indistinguishable from AP“® in order
to prevent P} from identifying the index of the correct public key. A known cryptosystem that has
this property is El-Gamal, because the public keys in that cipher can be any member in some cyclic
group. Next, P> sends the two public keys to ;. P; proceeds to encrypt vg and v; with those public
keys and sends the two encryptions to P». Finally, P» is able to receive the value v; by decrypting
the relevant encrypted value that it gets. P» is unable to receive the value v;_;, because it does not
have the private key corresponding to k.

The protocol entails two public-key encryptions for P; followed by one decryption for P». It has
two communication rounds and 2k + 2c¢ bits transfer, where k and c are the number of bits needed
to represent encryption keys and ciphertexts in the chosen cipher.

Protocol 1 1-out-of-2 Oblivious Transfer

Input: P; holds two values: vg, v1; P has one biti € {0,1}.
Output: P, receives v; without learning vy —;; P; learns nothing.
1: P, generates a key pair (kP“?, kP"*) in some public key cipher, and another public key £+ that P, does
not have its corresponding private key.
2: P; sends (k”“b, kP"") to Py, where k‘p“b +— kPub and k"’“b « kLt
3: P computes ¢; = &, pur (v5), j = 0, 1 and sends cg, ¢q to Ps.
J

4: P, decrypts v; = 8,;,11 (¢;).




3.3 Yao’s Millionaires’ problem

Yao’s millionaires’ problem involves two parties P, and P». P; holds a private integer a while
P; holds a private integer b. They wish to determine whether a < b without disclosing anything
more than the final result to each of the participants. Yao proposed a solution to this problem in
[44], but herein we describe the more efficient algorithm of [32]. It relies on reduction from the
latter problem to the set intersection problem as we proceed to explain.

Let s = $pSp—1...51 € {0,1}" be a binary string of length n. We denote the 0-encoding of s
as the following set S of binary strings,

SS = {snsn_1---5i+11| 8, =0;1 <i<n}.
The 1-encoding of s is defined similarly as follows:
Ssl ={spSn—1...8i|si=1;1<i<n}.

It easy to see that each of the sets S!, S? have at most n elements.

Theorem states that a > b iff the sets S} and SI? have a common element (where here a and
b are the the binary encodings of the corresponding integers). In order to get some intuition for this
claim, we consider the following example. Let a = 7 = 1115 and b = 6 = 110,. Both integers
are of length n = 3 bits. We have S} = {1,11,111} and S = {111}. Since S} N SY # 0 we can
conclude that @ > b as excepted. In the opposite case, where a = 6 = 110 and b = 7 = 1115,
we have S} = {1,11} and S) = 0. Since S} N SY = 0, the inequality a > b does not hold (or,
equivalently, a < b).

Theorem 3.1. Let a = apan—1...a1 € {0,1}",b = bpbp—1...by € {0,1}™. Then a > b if and
only if the sets SL, S) have a common element.

Proof. If a > b, there exists 1 < 7 < n such that a; = 1 and b; = 0, while a; = b; for all
i < j <n.Thus, anan_1...a; € S} while byb,_1...b;+11 € SP. Hence, both S} and S} include
the common element a,an—1 . ..a; = bpbp—1...bi111.

Assume next that 5’; and Sg have a common element, t = t,t,—1...%; € S; N S, for some
i € [n]andt; = 1. Since t € S., then anan_1...a; = tyt,_1...t;; at the same time, since t € SY,
then byby—1...0;4011 = bpbp—1 ... bi+1b7 = tptn_1...t;. Therefore, a > b. O

It remains to develop a protocol that relies on Theorem [3.1] by implementing private set inter-
section efficiently. To that end we rely on the fact that one should only compare strings of the same
length in S} and SP. This restriction of the number of needed comparisons reduces the overall
number of comparisons from O(n?) to O(n). Protocol [2|implements the private set intersection.

In Step 1, P, generates an additively homomorphic encryption function F, such as Paillier (see
Section [3.1)P] In Step 2, Py sends to P, a 2 x n matrix M[i, j], i € {0,1}, j € [n], that encodes
its input @ = anap—1 . ..a; in the following manner: Ma;, j| = F(0), while M[aj, j| = F(r;)
where 7; is a random element from Z,,, the plaintext domain of the chosen encryption function F.

Assume now that P, wants to compare one of its own 0-encoding strings t = t,ty,—1...%; € SO,
i € [n], with the corresponding string of the same length in S!. To that end, P, computes in Step 4
the value

e =17 M[t;, j].

™t is possible also to implement the protocol with a multiplicatively homomorphic encryption function with some
minor changes; see [32]].



If t € S! then, with certainty, ¢; = F(0), owing to F’s homomorphism and the definition of the
matrix M. If, on the other hand, ¢t ¢ S., then ¢; would equal the encryption of a random value in
Z,, so that, with overwhelming probability, ¢; # F(0).

Let us denote y; := F _1(ct). The only information that matters for us is whether y; = 0 (a
case that indicates non-empty intersection) or y; # 0. The exact value of y;, in case it is not
zero, is irrelevant and in fact can leak to P, some sensitive information on P»’s input b. Hence, to
eliminate such information, P, updates the value of ¢; in Step 5 to ¢; < ¢;* where r; € Z}. By
the homomorphism of F, we get as a result that ¢, = F(z;) where z; = y;r;. Clearly, the selection
of r; from Z;, (namely, 7, is not a multiple of either p or g, where v = pq) ensures that z; # 0 iff
y¢ # 0. Moreover, z; does not surrender any information on ¥, beyond the equality or inequality of
Yt to zero, since any given z; # 0 could have originated from any ; # 0 by a suitable selection of
Tt.

It remains now to check whether z; = 0 for any ¢ € S,g) (in which case the intersection is non-
empty) or not. To hide the size of S g (as it equals the number of zero bits in b), P> generates in Step
7 ¢ := n — |SY| random elements z;, j € [¢]. It then sends to P, a random permutation of the n
elements {c; : t € SP}U{z; : j € [(]} (Step 8). Finally (Step 9), P decrypts the received n values.
It decides that the intersection is non-empty, with high probability, iff one of the n decrypted values
is zero. In that case it outputs that a > b. Otherwise, a < b.

Protocol 2 A protocol for solving Yao’s millionaires’ problem

Input: P; holds an integer a = ana,—1 ...a; € {0,1}"; P, holds an integer b = b, b,,—1 ...by € {0,1}".
Qutput: Whether a > b.
1: P, generates a probabilistic public key encryption function F which is additively homomorphic and
keeps to itself the private key.
2: P initializes a matrix M of size 2 x n where M|[a;, j| = F(0) and M[a;, j] = F(r;) for j € [n] and
r; €Rr Zy,. Then it sends the matrix M to P,.
for eacht = t,t,_1...t; € SY do
P, assigns ¢; < H?i?M[tj,j].
P, computes ¢; + ¢;* forry € Z7.
end for
P, generates £ < n — | SP| encrypted random values z; = F(r;), j € [{], where rj €g Z,.
P, sends to P; a random permutation of the n elements {c; : t € SP}U{z; : j € [¢]}. Let {wn,...,wy}
denote the sequence that P» sends to P;.
9: Py decrypts m; = F~!(w;) fori € [n] and outputs a > b if Im; where m; = 0; otherwise, it outputs
that a < b.

® RN AW

Complexity. Step 2 entails 2n encryptions for P;. Then, in Steps 4-5, since the n — ¢ — 1 prefix
bits between ¢; and t;_; are equal, P, performs at most 2n — 3 multiplications and O(n) modular
exponentiations. Finally, in Step 9 P; performs at most n decryptions. The protocol entails two
communication rounds in which 3n encrypted values are transferred (Steps 2 and 8).

Privacy. Privacy can be lost whenever the players exchange messages. In Step 2, P, gets the
encrypted matrix M. Since all of M entries are encrypted, and owing to the fact that the encryption
function is probabilistic, P» cannot distinguish between zero encryptions and random encryptions.
Next, in Step 8, P, receives from P n encrypted values w;, @ € [n]. P; cannot reveal the number of
elements in S l? due to the bogus n—|S g\ encrypted elements that P, added. When P decrypts those
values and reveals a value m; that equals to 0, it cannot learn for which bit that value corresponds,
due to the random permutation that P applied in Step 8. Furthermore, to prevent from P; to infer
information from the decrypted random values, P performed the scaling in Step 5, as explained



earlier. Thus, the protocol does not reveal anything more than the desired output of whether a > b
or not.
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3.4 Yao’s garbled circuit Protocol

Yao’s garbled circuit protocol [44] is a cryptographic protocol that enables two parties, P; and
P5, to evaluate a function over their inputs without a trusted third party and without revealing to
each other their private inputs. Assume that P; has an input a; which we think of as a binary string,
i = 1,2. The two parties wish to compute f(aj, as), for some function f known to both of them.

Let C be a boolean circuit that realizes the function f. It is sufficient to note that there exists
a mapping from any polynomial time function with fixed sized inputs to a boolean circuit that
calculates the same output [19]. The two parties can generate C together.

Let g be a gate that receives two input wires x and y (both are single bits) and outputs a single
bit-wire z. The gate can be implementing any boolean functionality (say OR, AND, their negations
etc.). Such a gate can be represented by a truth table; Table [I] shows an example when the gate is an
AND gate.

’x ‘ Yy H z = AND(z,y) ‘
00 0

011 0

110 0

1)1 1

Table 1: Truth table of the AND gate

P, garbles, independently, each of the circuit’s gates. Letting g be one of those gates, P takes
its truth table and generates a random and independent encryption key, in some symmetric cipher,
for each possible value of each wire. Namely, it generates:

e two keys kY and k{ for each of the two possible values of the first input z;
e two keys k9 and k3 for each of the two possible values of the second input y;

e two keys k§ and k3 for each of the two possible values of the output z = g(z, y).

Furthermore, P computes, for each of the four possible values of (z, y), the value Ejs (Ekg ( kgzg(m,y) | |0n)> ,
where n is some security parameter; see Table

’ T ‘ Y H z = AND(z,y) ‘ garbled value ‘
K| K K Eyg (Eg(kl10™))
K | K K Eko( w (k8l0M)
K| K K By (B (k1107))
K | K k) By (B (k310M)

Table 2: Garbled values for an AND gate

Next, P; sends to P the encrypted garbled values for each of the gates in the circuit. Specifically,
if g is such a gate, P; sends to P, the four values

Eig (B (57 j0) 2 =0,1, y = 0,1 0

11



in a random order. In addition, P; sends to P» the garbled values corresponding to each of its own
input wires. For example, if g is some gate in the circuit that is fed by an input bit x which P; owns,
then P; will send to P, the garbled value k¥ corresponding to that gate — £V if 2 = 0 and kf if
=1

Now, P, starts computing the garbled circuit, gate by gate, as we proceed to describe. Let g be
a gate of which the two input wires are inputs from P; and P»; the first wire x corresponds to the
input from P; and the second wire y corresponds to the input from P». Assume that x = a and
y = b. Then P, has at this stage the garbled value k{, which P; has sent to it, but it does not have
kg So P, engages in a 1-out-of-2 OT protocol (see Section vis-a-vis Pj to receive its own
garbled value k3. Namely, while P; holds the two values (K3, ki), P» receives from it the relevant
garbled value, which is kQ, and only that value. Next, P» decrypts the four values associated with
the gate g, as given in Eq. (4)), by applying on them the decryption E, ! followed by the decryption

E . With probability 1 — O(27"), only one of the decrypted values W1ll end with 0". That value

equals kg~ g(a,b) HO” after stripping the suffix 0", P, gets the garbled value corresponding to the

correct Value of g’s output wire.

P, can now proceed to traverse the entire circuit in a similar manner, until it gets the garbled
values on all output wires. Those values can be converted into their bit values by having P; publish
upfront conversion tables for those output wires.

We provide a summary of the protocol in Protocol

Protocol 3 Yao’s Garbled Circuit Protocol — Summary

Input: P; and P, hold integer inputs x1, x5 respectively, and an integer function f(-,-).
Output: P; gets f(z1,z2).
1: P; generates a boolean circuit C that receives as inputs z1 and z2 and outputs f(z1,x2).
2. Pj generates two random and independent encryption keys for each input wire.
3: P, computes for each of C’s gates the encrypted garbled values for each of the four possible values of
the gate’s inputs (Eq. ({@)).
4: P; sends those encrypted garbled values, in a random order, to P, (for each gate); in addition, P, sends
to P, its own garbled input values corresponding to 1.
5: For each of the input gates, P> performs a 1-out-of-2-OT protocol to receive from P; its garbled values
for that gate.
6: P» uses the garbled values and calculates each gate output by decrypting the four possible values of the
garbled circuit, as received in Step 4, and it identifies the correct output as the one that ending with 0™.
7: P, uses the correct garbled value for the gate’s output wire as the garbled input to the next gates.
8: When P, gets the garbled values of all output gates, it translates those values to the correct bit values
according to the conversion tables.

Complexity. Let |G| denote the number of gates in the circuit C'. The protocol entails only 3
communication rounds (one for Step 4 and two for implementing the OT in Step 5, see Section3.2).
Messages are sent in Steps 4 and 5; it is easy to see that the overall communication complexity is
O(|G]). The overall computational cost is bounded by O(|G| - [E] + |G| - [OT]) where [E] denotes
the cost of a single encryption or decryption and [OT'] denotes the cost of an OT protocol.

Privacy. A full proof of the protocol’s privacy is given in [33].
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3.5 The BGW Protocol

In this section we describe the Ben-Or Goldwasser Wigderson (BGW) protocol [7], with the
efficiency improvement of [18]]. Consider n parties, F;, 1 < ¢ < n, each holding a private integer x;
in some finite field F. They wish to jointly compute a function over those inputs, f(z1,...,Z,) =
(y1,-.-,Yn), without disclosing to each other their private input. To that end, the parties P, ..., P,
agree on some arithmetic circuit C' that computes f over the finite field IF; the field’s size must
be greater than the number of participating parties as well as greater than the apriori bound on the
input and output values. The circuit consists of two different types of gates: addition gates, and
multiplication gates. Let o, ..., a, be distinct non-zero elements in F; then a; will be used as
a public identifier of P;. The parties preserve the following invariant during the computation: the
value of each wire of the circuit is secret-shared using a Shamir’s (¢ + 1)-out-of-n secret sharing
scheme (see [41]), with ¢ < n/2. The protocol consists of the following three stages: input sharing
phase, circuit emulation phase and output reconstruction phase.

The input sharing phase. In this phase, each party P; shares its input x; with all parties; i.e., it
chooses a random polynomial g; of degree ¢ such that g;(0) = x;, and it then sends to each party P;
the value g; ().

The circuit emulation phase. In this phase, the parties emulate the computation of C(x1, ..., zy),
where in each gate, the parties compute shares of the value of the output wire using their shares of
the input wire by invoking a secure protocol. There are two types of gates to consider: addition
gates and multiplication gates.

Addition gates. The computation of the output shares can be performed locally and without any
interaction, since if fi(«a;) and fa(cy) are the shares that P; holds for the two input wires to an
addition gate, then f(«o;) = fi(ay) + fa(ay;) is a valid sharing of the output wire. Indeed, the
polynomial f(x) := fi(x) + fo(x) has the same degree as f1(z) and f2(z), and its constant term
satisfies f(0) = f1(0) + f2(0).

Multiplication gates. The case of multiplication gates is more involved as it requires interaction
among the parties. In particular, given shares f1(«a;) and f2(c;) for the two input wires of a multipli-
cation gate, then f(«;) := fi(«) - fa(a;) are shares of a polynomial f(z) with the correct constant
term f(0) = f1(0)- f2(0), as required, but its degree is 2¢ and not ¢. Hence, the players must interact
in order to reduce the degree of that polynomial. The degree reduction procedure can be done using
the method of [[18]], which is based on the fact that if f is a polynomial of degree at most n — 1
and o, ..., ay, are n distinct non-zero points in the field, then the constant term f(0) is a linear
combination of the other points on that polynomial. Thatis, f1(0)- f2(0) = f(0) = >"" 1 Ai- f(cs),
where A; := [];; a;/(c; — ;) are the Lagrange coefficients.

The multiplication sub-protocol proceeds as follows. Given the shares fi(«;), f2(c;) of the
party P;, the party P; locally multiplies these two shares and gets the point f(«;). Then, it chooses
a polynomial g;(z) of degree ¢ such that g;(0) = f(a;) = fi(a) - fa(c). It then shares the
polynomial g; with all parties, so that each party P; receives the share g;(c;). At the end of this
stage, each party P; holds the shares g; (o), . .., gn(;). Next, let us define the polynomial h(z) :=
> i1 Ai-gi(x), which has a degree at most t. Each party P; locally computes the linear combination
o1 Ai - gi(aj) = h(aj), which is its share in the implicitly defined polynomial h(x). Note that
h(z) is a polynomial of degree-t, and h(0) = > | Ai - ¢:(0) = >0 Ai - faw) = f1(0) - f2(0).
Output reconstruction phase. In this phase, each party P; receives all the shares of the output wire
that hides its respective output y;, reconstruct y; and outputs it.

The security of the BGW protocol was proven in [4].
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3.6 Oblivious testing of the solvability of an encrypted linear system of equa-
tions

In this section we describe a method for an oblivious testing of the solvability of a system of
linear equations. That method is based on a protocol that performs oblivious Gaussian elimination
for the purpose of testing whether a given matrix has a full rank or not. (All protocols that are
presented here are based on [35].)

Throughout this section we assume a setting that involves two players — 7" and P. P holds the
key pair in a homomorphic encryption function F over Fy. T" holds an encryption F (M) of some
matrix over Fo. The goal is for T to perform some computations on M, without learning anything
about M.

The first computation will test whether a given square matrix has a full rank or not. The main
ingredient in that computation will be Gaussian elimination. The input that 7" holds at the beginning
of that computation is F (M), where M is a square matrix of dimensions k x k. At the end of the
computation 7" will have an encryption F(M') of another k x k matrix M’ such that M’ is upper
triangular and M’ has full rank if and only if M has a full rank. The protocol presented in Section
[3.6.T] achieves that goal with high probability.

Next, we present in Section a related protocol for a non-square matrix M. Assume that T’
holds F (M) where M is of dimensions k, x kp, where k, < kp, and rank(M) = r. Then, with
high probability, the protocol ends with T getting F(M') where M’ is a k, X kp upper triangular
matrix with rank(M’) < r. In addition, with constant probability it holds that rank(M') = r.

Finally, we present in Section [3.6.3] a protocol for the oblivious testing of the solvability of a
system of linear equations. Assuming that 7" holds, in addition to F (M), also F(b) where b is a
row vector of dimension ky, the protocol ends with 7" having F(flag) where flag is a binary flag
indicating whether the system x) = b has a solution x € Fga.

3.6.1 Oblivious Gaussian elimination of a square matrix

In preparation to describing the main protocol, we begin by describing basic computations that T’
can perform over values that are encrypted by the homomorphic cipher F, even though 7' cannot
decrypt F (a cipher whose decryption key is known only to the other player P).

Routine 1: Linear combinations. Assume that 7" holds the encryption of two k-dimensional
vectors, F(v1), F(v2). Let ai, ag € Fg be two scalars. Then F(a1vy +agve) = F(v1)™ - F(vg)2.

Routine 2: Multiplication by a random matrix. Assume that 7" has a random matrix R of dimen-
sions ¢ x k and it wishes to compute F(RM ). Since each row in RM is a linear combination of
M’s rows, such a computation can be carried out along the lines described above.

Routine 3: Multiplying scalars. Assume that 7" has F(a) and F(b) and it wishes to get F(ab).
Towards that end, it generates two randoms r, and rp, computes F(a + r4) = F(a) - F(ry) and
F(b+ 1), and sends those two encrypted values to P. P decrypts them and gets a + r, and b + 7y,
Owing to the randomness of r, and rp, P learns no information from the two decrypted values. P
then sends to T the encrypted value F((a + 74) - (b + rp)). Finally, T' computes

F(ab) = F((a+714) - (b+1)) - [Fla)™ - F(b)@ - F(rqry)]

Routine 4: Computing OR operation. Assume that 7" has F(a) and F(b) and it wishes to get
F(a V' b). Towards that end, 7" and P applying Routine 3 to get F(ab) in the hands of T'. Finally, T’
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uses Routine 1 to compute
F(aVb)=F(a)- - F(b)-F(ad).

Routine 5: Basic column elimination. 7" has (M) and a row index j, 1 < j < k. The goal is to
let 7" have F(M') where M’ is the matrix whose rows are given b

M} =M; Viel,j] and M, =M+ (M[,1M[j,1])-M; Vi [j+1,k. ()

In case where the leading term in Mj is 1, then such a procedure results in a matrix M’ where all
leading terms in the first column below the jth row are zeroed. If, on the other hand, the leading in
M; is 0, then M’ = M. Protocolperforms that computation.

Protocol 4 Basic Column Elimination
Input: 7 has F(M)and j € [1, k.
Output: T gets F(M') where M’ is defined in Eq. (5).
1: for j <t <k do
2: T computes with P the value F(M][i, 1] - M[j,1]) (by Routine 3 - Multiplying scalars).
3: T computes with P the vector: F((M[i,1]M][j,1]) - M;) (by applying Routine 3 on each
entry).
4: T computes F (M) < F(M;+(M[i,1]M[j, 1])-M;) (by Routine 1 - Linear combinations).
5: end for

Routine 6: Oblivious column elimination. Protocol []is effective only if 7" selects a row M that
has a leading term that equals 1. But as 7" does not have the clear matrix M, Protocol @] cannot be
applied as is. Towards resolving this obstacle, we make the following observation.

Claim 3.2. Assume that T knows that at least one of the first m rows of M, for some m < k, has a
leading term that equals 1. Then by applying Protocol 4| m times, each time with a different index
j=1,...,m, T will end up with F(M") where the left column of M' includes exactly one entry
that equals 1, among the first m rows, while all the other entries equal 0.

Proof. Let jo be the first index such that M[jo,1] = 1. Hence, applying Protocol {4| for each
j =1,...,j0 — 1 will leave the matrix unchanged (since the leading term in those rows is zero).
Then, applying Protocol ] with j = jy will zero all the leading terms in all rows. Finally, applying
Protocol ] with j = jo + 1,...,m will also leave the matrix unchanged since, again, those rows
have a leading term that equals zero. O

Hence, Claim@] enables us to perform Gaussian elimination on the first column, but it relies on
the assumption that the matrix M has a nonzero leading entry in at least one row among the first m
rows, for some m. To enable such an assumption, we state the following theorem.

Theorem 3.3. Let M be a k x k matrix over Fy and R be a random matrix of same dimensions
over Fo. Let m = w(log(k)) such that m < k/2. Then:

(a) With probability 1 — neg(k), R is of full rank.

(b) If R is of full rank and the leftmost column of M is non-zero, then with probability 1 —neg(k),
at least one of the top m rows in RM will have a non-zero leading entry.

3Hereinafter, if M is a matrix then M; is its ith row and M3, j] is the jth entry in that row.
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Protocol 5 Oblivious Column Elimination
Input: 7 has F(M).
Output: (WHP) T gets F(M') where M’ is also a square k X k matrix, has the same rank as M,
and its left most column is etlﬂ
T and P pick a random non-singular matrix R € (F2)
T computes F(M') where M’ = RM (Routine 2).
for every i € [m(k)] do

T and P compute F(M') < BasicColumnFElimination(F(M'),1).
end for
T updates the first row in M’ by M/ « S>7%) ! (Routine 1).
T and P compute F(M') < BasicColumnElimination(F(M'),1).

kxk

NN RN

Proof. (a) The process of selecting R consists of k consecutive selections of row vectors in F’g CItis
easy to see that if the first £ row vectors are independent, then the probability to select the next row

vector which would be independent of its predecessors is 1 — 2% ¢ = 0,...,k — 1. Hence, the
probability of selecting k independent vectors is 1 — O(2™~%). Since m < k/2, that probability is
1 — neg(k).

(b) Denote the leftmost column in M by ¢, and the top m rows in R by ri,...,r,. Then
(RM)[i,1] = rse, for 1 < i < m. Since ry,...,T,, are random and independent vectors in F%,
then (RM)[i, 1] = 0 with probability 1/2. Hence, the probability that at least one of those values is
non-zero is at least 1 — 27" = 1 — neg(k). O

Therefore, if T' selects a random square matrix R and computes F(RM ) (using Routine 2), then
with high probability it can proceed to apply the procedure described in Claim towards getting
F(M'") where M’ has a left most column with all leading terms 0, except one that equals 1. Note
that due to the multiplication by R, M’ is not row equivalent to M (namely, it is not the result of
applying only Gaussian elimination on M), but it has the same rank as M.

We are now ready to present Protocol [5] for oblivious column elimination.

The protocol begins by a selection of a random non-singular matrix R (Step 1). Then, T computes
F(M'") where M’ = RM, using the previously described Routine 2. Afterwards, 7" and P perform
the basic column elimination procedure with each of the first m(k) rows. (We note that m(k) can
be set to any value which makes the probability of failure 2~"(%) sufficiently small.) At this stage,
the matrix M’ that T" holds encrypted, has a first column that equals e/, for some jo € [1,m(k)]. In
Steps 6-7, we “move” the 1 entry in the first column to be in the first row. To do that, T replaces the
first row with the sum of the first m (k) rows by invoking Routine 1. At this point, the first column
has a 1 entry both in the first and joth rows. In order to zero the 1 entry in the joth row, we invoke
the basic column elimination procedure with the first row. Hence, we end up with 7" holding F (M)
where M’ is as required. The rank of M’ equals the rank of RM since it is obtained from RM only
by means of elementary row operations, and the rank of RM equals the rank of M since R is of full
rank.

Routine 7: Oblivious Gaussian elimination of a square matrix. Protocol [6|implements Protocol
[5] recursively on the input matrix M. It starts by applying Protocol [5] on the first column of the
matrix and then it continues by recursion on the minor M’ ; _; — the (k — 1) x (k — 1) matrix that
is obtained from M’ (the matrix that 7" hold encrypted after the first step of applying Protocol [5|on

4ej denotes the vector in which the jth entry is 1 and all other entries are 0.
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Protocol 6 Oblivious Gaussian Elimination
Input: 7 has F(M).
Output: (WHP) T" gets F(M') where M’ is an upper triangular k& x k matrix which has full rank
iff M has a full rank.
1: T and P compute F (M’
2: T and P compute F (M’

) <= ObliviousColumnElimination(F(M)).
_1) < ObliviousGaussianElimination(F (M

L)

the first column) by removing the first row and first column. At the end of this recursive process, 7’
holds an encryption of an upper triangular matrix M’ that has a full rank iff the original matrix M
has a full rank.

Computational #rounds | # messages # bits
Routine 1 | k[Mul] 0 0 0
Routine 2 | [k(k — 1)[Mul] 0 0 0
Routine 3 T 3[}'] + 5[Mul] + [Inv]; 2 2 3\
27N + [F]
Routine 4 | 7' : 2[Mul] ; [Routine 3] 2 2 3\
Routine 5 | (k—j)-((k+1)-[Routine 3]+ [Routine 4 4 O\ -k)f
1))
Routine 6 | k*(k — 1)[Mul] + m - ([Routine 5] + m m O\ k)f
[Routine 1])
Routine 7 | 3" [Routine 6(M;x;)] = O(k*-([F]+ | O(K?™)F | OK*2™)F | O(\ - k?)f
[Mul] + [Inv]))

Table 3: Computational and communication costs of Routines 1-7. The computational column
refers only to 7' computations, except for routines that depend on Routine 3. Herein, if f is any
operation or Routine, we let [ f] denote its cost. Assume the security parameter of F is A and denote
encryption, decryption, multiplication, inverse in the cipher domain as: [F], [F~!], [Mul], [Inv]
respectively. The lower bound of m is w(log(k)) and the upper bound is & /2. Cells that are denoted
by f, are updated according to the improvement technique that is desribed in [35]].

3.6.2 Oblivious Gaussian elimination of a non-square matrix

It is possible to handle non-square matrix M, of dimensions k, X kp, where k, < kjp, by multiplying
the matrix from left and right by square full-rank random matrices, 2, and Ry, of dimensions
ko X ko and ky X ky respectively: M* = R, M Ry,. The two parties perform the Oblivious Gaussian
elimination protocol on M* towards triangulating the left k, x k, block of the matrix (the right
ky — ko columns are updated but are not eliminated). We now state a simple claim from [[10]].

Claim 3.4. Under the above assumptions, if rank( M
.

) > 1 then with constant probability rank(M*) =

Claim [3.4] (see [10, Theorem 3] for a proof) implies that after applying the Oblivious Gaussian
elimination protocol on M*, T will get 7(IN*) where N* is upper triangular; moreover, with con-
stant probability, N* has exactly r nonzero terms on its diagonal.
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Protocol 7 Solvability of a Linear System

Input: 7T has F(M) and F(b) where M € Fk** and b € F}**.
Output: (WHP) T gets F(flag) where flag is a binary flag indicating whether the system xM =
b has a solution x € IF];“.
1: T picks randomly two non-singular matrices R, and R of dimensions k, X k, and kj X kp
respectively.
2: T computes F(M*) and F(b*) for M* = R,MR; and b* = bR, (by Routine 1 - Linear
combinations).

M*
3: T and P perform Oblivious Gaussian Elimination on the top left k, x k, block of ( b ) .

4: Denote by M" the resulting (k, + 1) x k; matrix for which 7" holds its F encryption.
5: T and P compute the product Hfi 1 (1 = M"[kq + 1,1]) (by Routine 3 - Multiplying scalars).

3.6.3 Oblivious testing of the solvability of a system of linear equations

Assume that 7" holds, in addition to F (M), also F(b) where b is a row vector of dimension ky.
We present here a protocol that ends with 7" having F( flag) where flag is a binary flag indicating
whether the system X/ = b has a solution x € Fga.

Let R, and Ry be two random matrices of full rank of dimensions &, x k, and kj x kp, respectively.
Denote M* = R, M Ry and b* = bR,,.

Claim 3.5. Under the above conditions, XM = b is solvable iff yM™* = b* is solvable.

Proof. Assume there exist a vector ¢ € F’;a where ¢M = b, then the rows of M spans b. Multi-
plying M by a full-rank matrix R, does not change the row space of M. Thus, there exist ¢* such
that ¢* R, M = b. Multiplying both sides with matrix R; results in ¢* R, M R, = bRy as expected.
Similar approach may prove the other direction. O

By Claim (3.4} if rank(M) = r then with constant probability the rank of the top left k, x k,
block of M™* is also r. Hence, with constant probability, the original system xM = b is solvable iff
the row vector b* is spanned by the rows of the matrix M *. In order to check whether b* belongs

to the row space of M*, we apply the Oblivious Gaussian elimination on the top left k&, x k, block

of b | In doing so, we apply on the last row of the matrix all operations of column elimination.

Now, b* belongs to the row space of M * iff at the end of that process, all elements in the last row
are zeroed. That condition holds iff Hfi 1(1 — M"[kq + 1,i]) = 1, where M" is the resulting
(kq + 1) X kp matrix for which T holds its F encryption. By applying Routine 3 for multiplying
scalars, 1" gets F(flag) where flag is a binary flag indicating the solvability of the original system.

The protocol has a one-sided error. If the original system is not solvable then 1" will always get
at the end F(0). If, on the other hand, the system is solvable then if in the first step the rank of
the top-left k, x k, sub-matrix of M* is the same as that of M, T will get eventually F(1), as
needed. However, as the latter condition holds only with constant probability, 7" and P can execute
the protocol several times and take the OR of the results in order to make the error probability
negligible. Assume we denote the error constant as ¢ < 1, so the probability that the protocol
outputs the correct value becomes 1 — (c!) = 1 — neg(t) after T' performs Routine 4 ¢ times over
the outputs of Protocol
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In [35, Theorem 7], the authors continue to improve the complexity of Solvability of a Linear
System and get the following results:

Complexity. Consider the notations from Table 3] Then, the computational complexity costs are
O(kqk} - [Mul]) in Step 2, O(k2 - ([Mwul + [F] + [Inv])) in Step 3, and ky, - ([Routine 3] + [Mul])
in Step 5.

By executing Protocol [7]¢ times, and performing Routine 5 between the results, we get a compu-
tation complexity of O(t - (kok? - [Mul] + k2 - ([Mul + [F] + [Inv]))), communication rounds and
messages equals to O(t - k9-27°), and O(t - Akqky) bits transferred.

Privacy. Since 7" does not hold the private key to the encryption scheme, all the operations that
it performs locally via the homomorphic property of the encryption do not reveal any information
about the plain values of the matrix. Only Routine 3 involves player P in the computation and it
easy to see that it is not leak any information to P and therefore not to 7" due the random values that
masks the values that transmitted. In the end, the only value that get reveal is the output, i.e F(flag)
that indicates (W.H.P) whether the linear system x)/ = b has a solution x € Fke | as excepted.
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3.7 Computing the rank of an encrypted matrix

In this section we describe a method for obliviously computing the rank of a matrix M that is
encrypted under an additively homomorphic encryption. This method is based on [28]].

Assume a setting that involves two players — 7" and P. T  holds an encrypted matrix F (M) where
M € Fkaxko and F is an additively-homomorphic encryption over F = F,.. The parameter & that
defines the size of the field is assumed to be sufficiently large. Without loss of generality we assume
that k, < kp. The goal of those two players is to compute the rank of the matrix M, so that at the
completion of the protocol 7" will hold F(rank(M)).

The computation is separated into two major stages. In the first stage, the purpose is to trans-
form the encrypted matrix F (M) into F(IN) where N is a precondition square matrix such that
rank(M) = deg(pn) — 1, where py denotes the minimal polynomial of the matrix /N. The goal of
the second stage is to compute the minimal polynomial of the encrypted matrix N by using related
linearly recurrent sequences.

This section is organized as follows. In Section we provide the necessary background
regarding linearly recurrent sequences. Next, in Section we describe how to compute the
minimal polynomial of an encrypted matrix using a recurrent sequence. Finally, in Section[3.7.3|we
describe the necessary preparations that are needed to compute the matrix’s rank via the minimal
polynomial computations.

3.7.1 Preliminaries

Let F be a field and V' # {0} be a vector space over F. Then V! is the (infinite-dimension) vector
space of infinite sequences (m;);ecn, Where m; € V.

Definition 3.6. A sequence (m;);cn is linearly recurrent (over F) if there exist n € N and
fo, 5 fn € Fwith f,, # 0 such that

Z fi-migj = fomi + fimip1 + -+ famizn, =0 VieN.
0<j<n

The polynomial f = ., f;- 2’ € F[z] of degree n is called the generating polynomial for
the sequence m := (m;);cn. (Other common names for f are the characteristic or the annihilating
polynomial.) The set of all generating polynomials for m, together with the zero polynomial, forms
an ideal in F[z]. It is worth mentioning that V' is a F[z]-module over F and also a principal ideal
domain. Thus, there exists a unique monic polynomial that generates that ideal. We denote that
polynomial by pm and call it the minimal polynomial of the sequence m = (m;);cn. The degree of
pm is called the recursion order of the sequence.

Given a square matrix M € F* <k we are interested in the following three sequences:

e M := (M?);cy where the sequence elements are from V = FkoXFs,
e m := (M®v);cy where the sequence elements are from V = Fko,

e m’ = (uTM iV)ieN, where u, v € F* and the sequence elements are from V' = F.
The following lemma describes some basics properties of those sequences.

Lemma 3.7. Let p%}a’” = det(\ — M) be the characteristic polynomial of the matrix M & Fkv>Fo,
and let pyy, Pm, and pav be the minimal polynomials of the sequences m’', m, M, respectively.

char

Then pyy | pm | pm | P§Y", where p|q means here that the polynomial p divides the polynomial q.
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The proof of Lemma 3.7)is based on the Cayley-Hamilton theorem; details can be found in [28].
Corollary 3.8. The sequences m’, m, M are linearly recurrent of order at most k.
We also define the minimal polynomial of a matrix M, as follows.

Definition 3.9. The minimal polynomial pT/[m of the matrix M € F*>** is defined as p”]\}[m = PM,
i.e. as the minimal polynomial of the sequence M = (M");en.

3.7.2 Oblivious computation of the minimal polynomial

Assume that the player 7" holds the encrypted matrix F (M), where M € F**k» and F is a public-
key additively-homomorphic encryption scheme over F = F,x. The other player, P, holds the key
pair for F. T" wishes to compute an encryption of the minimal polynomial of M, F (p%m) (namely,
the encryption of each one of the polynomial’s coefficients).

In order to compute the minimal polynomial of the latter matrix, we use Lemma [3.10] which
claims that, with high probability, it is sufficient to compute the minimal polynomial of the linearly
recurrent sequence m’ = (uT M'v);cy where u,v € F*,

Lemma 3.10. Let p’]\’}m be the minimal polynomial of a matrix M € F***and define the related
sequence m’ = (uTM iv)ieN, where u,v €g Fko are two randomly selected vectors. Then pyp =

Py With probability at least 1 — 2deg(pm )/ |F|.

(The proof of Lemma [3.10|is omitted here; it can be found in [42, Exercise 12.15].)

Since, by Corollary the recursion order of the sequence m'’ is at most ky, it is sufficient to
compute the minimal polynomial using only the first 2k; elements of the sequence. To that end, we
shall invoke the Berlekamp—Massey algorithm, which we describe later onE]

In view of the above, we proceed to show how T can obtain the encryption of the first 2k
elements in the sequence m’ = (u” M'v);c(o1,] Where u,v € F*, from the input F(M) that it
holds. First, T and P compute F(M?") for 0 < j < log(k). This is done by performing log (k)
sequential matrix multiplications by using the square-and-multiply method. The multiplication of
encrypted matrices is done by invoking Routine 3 (see Section [3.6.1)) for multiplying encrypted
scalars.

Next, T computes F(Mv) using Routine 2 (Section [3.6.1). Then, 7" uses F(M?) in order to
compute

F(M3V|M?v) = F(M?) - F(Mvl]v)

where hereinafter, if X and Y are matrices with the same number of rows then X|Y denote their
horizontal concatenation. 7" proceeds to use the same technique in order to get

F(MTv|MOv|MOv| M) = F(M*) - F(M3v|M*v|Mv|v).
T proceeds in this manner until it gets
F(M*o= Iy M2Re=2y| | MPy) = F(M*) - F(MMy| . |Mv|v).

Finally, by holding the vectors F(M*V);c(ax,) and uT, T computes F(uTM*v) for 0 < i < 2k, — 1
using Routine 2 from Section [3.6.1]

>We note that it is also possible to compute the minimal polynomial via the extended Euclidean algorithm, see [14].

21



By holding the latter 2k; encrypted values and because the recursion order of m’ is at most ky,
it is possible to compute the minimal polynomial of the sequence m’ via the Berlekamp—Massey
algorithm. As that algorithm is well-known, we omit herein further details; the interested reader
may refer to [8].

The Berlekamp-Massey Algorithm implies that it is possible to construct a boolean circuit of size
O(kg) that computes the minimal polynomial. However, in our setting, it iS necessary to compute
the boolean circuit over encrypted values. Hence, we proceed to describe a general method that
applies Yao’s garbled circuit protocol (Section [3.4) in such settings.

Computing Yao’s garbled circuit protocol over encrypted values. Suppose that 7" holds an
encrypted value F(a) where a € F and P holds F’s private key. They wish to compute g(a) for
some function g, where g can be described as a boolean circuit, Cy. To that end, we describe a
modified version of Protocol Bl from Section

First, T' generates a random value » € F and computes F(a + ) (using Routine 1 in Section
and sends it to P, who proceeds to decrypt it and recover a + 7. Then, both players create a
boolean circuit Cg that uses r as the input of 7" and a + r as P’s input. They also create “adapter”
gates in the beginning of the circuit C’; that subtract the values r from a + 7, and then feeds the
result s as an input to the garbled circuit Cy. Finally, they continue to follow Yao’s GC protocol,
until they get the output value g(a). It is easy to see that the privacy and the complexity remain the
same as in the original protocol. Furthermore, the extension of that idea in order to compute the
circuit with n € N encrypted values as inputs, F () e[y, is straightforward.

We are now ready to describe Protocol 8| for computing an encryption of the minimal polynomial
of an encrypted matrix. In Steps 1-3, T’ computes F(uTM®v) for 0 < i < 2k, — 1 and u, v are
randomly selected vectors as descibed above. Next, it invokes the algorithm of Berlekamp—Massey
on the latter sequence in order to compute its minimal polynomial. To that end, as we explained
above, 1" should construct a modified Yao’s garbled circuit that enables the two players to compute
the circuit over encrypted values (Step 4). Finally, in Step 5, T outputs the result.

Protocol 8 Computing an Encryption of the Minimal Polynomial Of an Encrypted Matrix (MinPoly)

Input: 7 has F (M) where M € FFeXFe | = Fyu.

Output: T gets F(p "””) where p77/‘™ is the minimal polynomial of the matrix M.

: T computes F(M?") Vi € [log(ks)].

T chooses two random vectors u, v €5 F*b.

T computes F(m}) = F(uTM'v) Vi € [2k,] using the method that is described in Section

T computes F(py) from {F(m}) : i € [2ky]}, using Yao’s-garbled circuit for the Berlekamp-Massey
algorithm.

5: Return F(pm/) as the encryption of the minimal polynomial of the matrix M.

Ll > e

Complexity. Consider the notations from Table 3] Then, Step 1 entails log(k;) encrypted matrix
multiplications of size kj x k. The cost of such operations is O(k} - ([F] + [Mul] + [Inv]));
they entail 2 rounds, 2 messages and O(\ - k?) bits transferred. Then, Step 3 is more involved and
consists of computing F(M -v), F(M?®-v) and then F(uTM? - v) for all i € [2kp] in complexity of
O(k} - [Routine 3]) with log(ky) rounds, log(k;) messages and O(\ - k) bits transferred. Finally
in Step 4, by using the results from Section the computation costs O(kZ ([F] + [OT1])) with 3
rounds, 2 messages, and O(\ - k2) bits transferred.
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Remark 3.11. The cost of [Routine 3] over Foi equals 2-O(k)-[Mul]+3[Mul]+2-O(k?) +[Inv]
for T; and [F~] and one multiplication in the field For for P. Due to the technique of multiplying
a plain value with an encrypted value over Fox, which is described in Section[3.1]

3.7.3 Computing the rank of an encrypted matrix

The computation of the encrypted matrix’s rank is done by computing its minimal polynomial and
using the following lemma [26].

Lemma 3.12. Ler B € F*** be g matrix of (unknown) rank r for which the first v leading

principals, By, ..., B, are invertible. Let X be a randomly chosen diagonal matrix in FFv>*s,
2

Then B’s rank r equals deg(px p) — 1 with probability greater than 1 — %.

In our case, the matrix M & F*e*%o for which the rank is sought is not square and does not have
the property of leading principals as states in Lemma[3.12] Hence, before applying the lemma, the
two players T and P has to perform some preparations. First, in order to transform the matrix M
into a square matrix with the same rank, 7" pads it with k, — k, zero columns so that it becomes
a square k X kp matrix of the same rank. Then, in order to transform the matrix to one that has
leading invertible principals up to the 7’th one, 7' multiplies the square matrix that it holds by upper
and lower Toeplitz matrices. Lemma [3.13] [26] ensures that the resulting matrix has the required
property with high probability.

Lemma 3.13. Let M be a matrix in F*>* of (unknown) rank r. Let U and L be two random upper
and lower unitriangular Toeplitz matrices in F***_ (Triangular matrix is called unitriangular, if
the entries on the main diagonal are all 1.) Let B = UM L and denote the © X 1 leading principal

of B by B;. Then, the probability that det(B;) # 0 for all 1 < i < r is greater than 1 — %T.

Finally, in order to have a matrix that fulfills all requirements of Lemma [3.12] 7" multiplies
the matrix with a random diagonal matrix X € F¥>*» (by using Routine 2 from Section .
By combining the probabilities of Lemmas [3.13]and [3.12] we infer that the probability of the latter
matrix having the same rank r as the original matrix M is greater than 1 —2%. Since our underlying
field F = Fox can be made as large as desired by picking £ large enough, we can choose & so that
the latter probability is smaller than € for any given threshold €.

It is worth mentioning that Lemmas [3.12]and [3.13| follow from the well-known Schwartz-Zippel

lemma [40, 46], which (in its weaker version) states the following. (A proof can be found in [34].)

Lemma 3.14 (Schwartz-Zippel). Let f be an m-variate polynomial of degree exactly d > 1 over a
field F. Then the number of zeros of f is at most d|F|™ L, or alternatively,

d

Pracen[f() = 0] < -

We may now describe Protocol [9] for rank computations. In Steps 1-3, T" performs the needed
transformations on the matrix M to a matrix [V that has the same rank (with high probability) and
complies with the conditions of Lemma that allow computing the rank by the degree of the
minimal polynomial. Then (Step 4), T" and P invoke Protocol [§] to obtain the encrypted degree of
the minimal polynomial which is, with high probability, the rank of the original matrix.
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Protocol 9 Computing the Rank of an Encrypted Matrix (ComputeRank)

Input: 7 has F(M) where M € FFa*ks B = Fox, and k, < kp; P has the private decryption key of

additively-homomorphic encryption function F.

Output: T gets F(rank(M)).

1:

2:

T pads ky — k, columns of F (M) with F(0) and gets F (M) of size kp X kp.

T picks a random upper unitriangular Toeplitz matrix U, a random lower unitriangular Toeplitz matrix
L, and a random diagonal matrix X, all from Fhoxks,

T computes F(N) where N = XUM'L, using Routine 2 from Section[3.6]

T and P invoke Protocol 8| (MinPoly) on N except that in the last step, they use a circuit that only
outputs to 7 the encrypted degree of the minimal polynomial deg(p*™) instead of the encryption of the

min

actual polynomial p’y

Complexity. Consider the notations from Table 3| and Remark Then, Step 1 costs are

[F] - k(ky — ko). Next in Step 3, the multiplication of two unitriangular Toeplitz matrices and one
diagonal matrix costs O(k3([Mul] + k?)). Finally, Step 4 costs are: O(k} - [Routine 3]) with
log(ky) rounds, log(kp,) messages and O(A - k2) bits transferred, according to Protocol

Privacy. Since all computations are done on F-encrypted values, the protocol’s privacy derives

from the security of F and the security of Yao’s garbled circuit protocol and Routines 1,2 from

Section[3.6.1]
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4 Privacy preserving planarity testing

We begin this section with a formal definition of our problem (Section [4.1). We then provide a
birds-eye view of the way in which we intend to tackle it (Section[4.2). In the subsequent Sections
(4.3 4.4 [4.5] 4.6, we provide the details of our proposed solutions. We analyze the privacy of the
proposed protocols in Section and their computational and communication costs in Section[4.8]

4.1 Problem definition

There are two players, P, and P», each one holding a private planar graph on the same set of
vertices, G1 = (V,E;) and Gy = (V, E3). They wish to determine whether the union graph
G = (V,E), where E = E; U E» is planar as well, without revealing any additional information
to the other player on one’s private graph. The algorithm that we proceed to describe assumes a
third party which is non-trusted. The third party 7" will help in executing the computations but it is
not allowed to learn information on the private graphs. We assume that all parties are semi-honest.
Namely, they follow the protocols’ specifications, but at the same time they try to extract from their
own view during the protocols’ run information on the input private graph of the other players.

Comment. We assume that there are only two players merely for the sake of simplicity. The
extension of our protocols to any number of players is straightforward.

4.2 Overview of the proposed solutions

4.2.1 First stage — testing the number of edges in the unified graph
Denote V' = {v1,...,v,}. The unified graph G = (V, E) is planar only if

|E| = |E1 UEs| < 3n—6. (©6)

Hence, in the first stage, the three players, P;, P» and 7', engage in a secure protocol for checking
whether inequality (6) holds or not. If it does not, they know that the unified graph G is not planar.
If it does hold, they proceed to the second stage in the protocol which we outline in Section

The protocol for verifying inequality (6) is given in Section [4.3] The only information that the
three players learn after running this protocol is whether the inequality holds or not; they do not
learn any further information on the size of E, Ea, 4 N Ea, or B4 U Es.

4.2.2 Second stage — a privacy-preserving implementation of the Hanani-Tutte planarity test

The idea in this stage is that the three players construct the Hanani-Tutte (HT hereinafter) system
of linear equations, Eq. (2), for the unified graph G. Towards that end, they begin by constructing
the HT system of linear equations for the complete graph on V/, denoted Ky (i.e., Ky is the graph
on V that has all (72‘) edges). That stage can be constructed publicly with no privacy risks, since
the vertex set V' is known to all and Ky, is simply the complete graph on V. The main effort
is in extracting from that large system of equations the subset of HT equations corresponding to
the unified graph G; in other words, the goal of that part of the protocol is to let the mediator T’
have the subset of equations that relate to two independent edges in Ky which both exist in G. To
protect the unified graph data from 7', it will get only an encrypted version of the subset of linear
equations corresponding to G. The last part of the computation is dedicated to determining whether
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that system has a solution or not (where no party actually sees the system as it is held only by 7" and
it is encrypted using a cipher that 7" cannot decrypt).

To allow this approach, we must start with a basic drawing of Ky, (which induces also a basic
drawing for the sub-graph G). Let us consider the following embedding of V in R2. If V =
{vi,...,v,}, then v; is mapped into the point

vj = Xx(vj) == (cos(2mj/n),sin(27j/n)), 1<j<n. 7

Then K7y ’s edges are
el}j:{vhvj}y 1<i1<j3<n. ®)

Let D denote the drawing of Ky in which the vertices are embedded as in Eq. and an edge
e; ; is represented by the straight line segment between x(v;) and x(v;). Consider now the two
edges e; ;j and ey ¢ and assume, WLOG, that ¢ < j, k < £, and 7 < k. Then it is easy to see that
parityp(e;j,ere) = 1iffi <k < j <.

The system of linear equations (2) can be constructed publicly, by each of Py, P> and T', for this
drawing D of the complete graph K7 . Let us denote the set of all pairs of independent edges in Ky
by K. Since Ky has () edges, we infer that

: 1 -2
Niy = K3 = 5 (Z) : (" , ) . ©)

The system (2)) will include an equation for each such pair of independent edges. As stated earlier,
the main problem will be to identify, among those N, equations, the \Eé"d] equations that relate
to pairs of edges e and f that are both in .

The graph G = (V, E) is planar, iff that partial system of \Eé"d] equations has a solution. In
Sections [4.4] and we present our protocols for carrying out the computation that we outlined

herein.
4.3 First stage: Testing the size of the unified edge set

Here we present Protocol that allows the two parties, P; and P» (with the help of T') to
compare the size of the unified edge set £ = E; U F» against the planarity upper bound 3n — 6,
Eq. (6). in order to decide whether they need to proceed with the planarity testing.

Let Ex, = {e;; : 1 <1i < j < n} denote the edge set in the complete graph Ky, where e; ;
were defined in Eq. . For each e € Fk, and h € {1,2}, let ol be a bit that indicates whether
FE)j, contains the edge e. Then e € FE iff

alva?=al+a?—al-a?=1. (10)
Hence,
_ 1 2 1 2
|B] = Z (g, ; g, ; —ac, ;- ag, ;) (11
1<i<j<n

Therefore, P; and P, may invoke the BGW protocol to compute additive shares in |E| in a secure
manner. Specifically, by fixing a prime p > (g), the two players may run the BGW protocol
for computing shares s; and sy in | E| over the field [}, so that each of the two shares distributes
uniformly in [F,, (and, hence, conveys no information on | E| to the party that holds it) and s1 + s2 =

|E| mod p. This first stage in the computation is described in Steps 1-5 of Protocol
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Next, the two players continue to check whether |E/|, which is the sum modulo p of the two
random shares that they hold, is greater than 3n — 6. That part of the computation is carried out in
Steps 6-10 of Protocol [I0} which we proceed to explain.

In Step 6, P, generates a random number r € [0,p — (5)). Since s1 + s, mod p = |E| and
|E| < (;), then the value y which T recovers in Step 9 equals | E| + 7, where the latter sum is in the
standard sense of integers. (The selection of p to be significantly larger than the theoretical upper
bound on |E| is made so that 7" can extract almost no information on | E| from y, as we discuss later
on. For the correctness of the protocol, any p > (Z) would do.) Finally, T" (that has y = |E| + )
and P (that has r + (3n — 6)) compare the two values in order to check the necessary condition
for planarity. They do so by running a protocol for Yao’s Millionaires’ problem [37] (which we
described in Section [3.3).

Protocol 10 Testing the size of the unified edge set

1: forh =1,2do

2: Py sets values to o for all e € Ef,,; specifically, o = 1if e € Ej, and o = 0 otherwise.
3: end for
4
5

: Py and P, choose a finite field F,, where p >> (g)

: Py and P, invoke BGW protocol in order to compute additive shares, s; and s,, in |E| =

1 2 1 2
El§i<j§n(aei,j + aei,j - aei,] ’ aei,j) over FP'

Py will generate arandom r € [0,p — (5)].

P; sends to T the value s; +r mod p.

P> sends to T the value ss.

T computes y := s1 + s +r mod p.

T and P, engage in a Yao’s millionaires’ protocol to check whether y < r + (3n — 6).
If the last inequality verification fails, then the unified graph is not planar.

S AN

—_—

Privacy analysis. The first part of the protocol (Steps 1-5) involves only P, and P». They engage
in a BGW protocol for computing shares in | E|. The latter protocol is information-theoretic secure
[7] and, hence, neither of the two players gets any wiser during that part of the protocol. In the
second part P is not involved and P; and 7" engages in a Yao’s millionaires’ protocol, which is
also perfectly secure. Finally, we consider 7' who recovers in Step 9 the value y = |E| 4 r. That
value may reveal some information on |E| in probability that is O(1/p), as implied by Lemma 41|
below. Hence, by choosing p to be sufficiently large, P; and P> can guarantee that the probability
of T inferring an upper or a lower bound on | E| to be negligible.

Lemma 4.1. Let: (a) w be an integer random variable taking values in [B] = {0,1,2,..., B}; (b)
r be uniformly distributed over [R| for R > B; and (c¢) x = w + r. Then in probability 1 — %, x
reveals no information on w, while otherwise x reveals either an upper or a lower bound on w, but
nothing beyond that.

Lemma [.1] (see [21, Lemma 4] for a proof) implies that the probability of 7" inferring anything

on | E is no larger than pEQ(ZL) = O(1/p).
2

Complexity. The bulk of the computational and communication costs of Protocol [10]is due to the
BGW sub-protocol and Yao’s millionaires’ protocol on integers from [F;,. In the BGW sub-protocol,
the two players need to compute (g) multiplication gates and 3(72‘) — 1 addition gates.
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4.4 A first algorithm for private HT testing

Let
EKV = {em- 1<i<g <L n} (12)

denote the edge set in the full graph Ky, where e; ; were defined in Eq. (8)). For each edge e € Ek,,
and h € {1,2}, let a” be the boolean variable denoting whether e € Ej, or not. Then, ¢ € E iff
al Vv a2. Consequently, the equation that corresponds to the pair of potential edges e and f, where
(e, f) € Ki™, is relevant iff

Xe.f = (a Va2) A (a} v a?f) =1. (13)

Each of P, P» and T can construct the following system of linear equations for the drawing D
of Ky which we described in Section 4.2.2

Tea(f) + Tep(f) + Trae) + Trie) = parityple, f) mod 2 (e, f) € Ki™.  (14)

That system has Nk, equations (see Eq. (J)) — one equation for each pair of independent edges
in Ky. The system of equations which determines the planarity of G = (V, E) is a subset of the
system in (T4), see Eq. (2). That subset of equations includes only the equations relating to pairs of
edges (e, f) where both e and f are in E. Hence, the problem now is to enable 7 to identify (in an
oblivious manner) the subset of | E4"¢| equations, out of the system of N, Ky equations in , that
correspond to pairs of independent edges in Eé”d (namely, pairs of edges (e, f) where both e and f
are in ¥ and they are independent). Once that subset of equations is constructed, we proceed to test
its solvability. This is done in Protocol [IT] which we proceed to describe.

The protocol begins with P; and P, generating, privately, homomorphic encryption functions, as
we described in Section [3.1] (Steps 1-2). They keep all decryption keys secret from 7" but notify it
of the corresponding public encryption keys.

In Steps 3-5, each player sends to mediator 7" the encrypted bit values o for all every edge in
the full grave Ky . Each such bit indicates whether that edge exists in P}’s private edge set E},.

Next, in Steps 6-11, T' computes for all pairs of independent edges in the full graph (K3"%) an
&Er-encryption of & ¢ = (af + a?) - (oz]lc + ozfc). Specifically, it first computes £(al + a2) by
multiplying £ (o) and £(a?) (relying on the additive homomorphism of £); then it computes, in
a similar manner £ (a} + afc); finally, from the latter two values it constructs the &;-encryption of
&e,r by the multiplication scheme that was devised at [9] (see Section .

Table [4{ lists all possible values of &. ; as a function of the private bits al, o/]%, h = 1,2. The
goal is now to identify the equations in the linear system for which &, ; = 0 since those equations
correspond to pairs of edges that neither of which exists in E; those equations should be omitted.
All equations corresponding to pairs of edges for which &, ; € {1,2,4} should be retained.

In order to identify those equations it is necessary to decrypt £ (&, ). 1" cannot do that but Py
and P can. However, T' cannot just hand over those encrypted values to P; (or F%») since they may
reveal sensitive information on the private graph of the other player. Indeed, as can be seen from
Table E], the value of &, ; reveals to Py (who knows the column index) information on /»’s input
(which is the row index).

Hence, T performs two actions before handing over to P; all of the & -encrypted values to de-
crypt. In Steps 8-9, T replaces &£1 (&, ¢) with £1 (&, )P/, for some nonzero random multiplier p .
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&r | 00[01] 10 1,1
00 0 0] 0|1
oLl o o] 1 ]2
10011012
LIl 1| 2|24

Table 4: The values of & s as a function of the values of (al, oz}) (columns) and (a2, a?) (rows)

Owing to the homomorphism with respect to addition, then the latter value equals & (¢ ¢ - pe,f). It
is easy to see that &, ¢ - pe r = 0iff & y = 0. However, if & ; € {1,2,4}, then the value of & ¢ pe. ¢
reveals no information on the original value of & ¢ (except for the fact that it was nonzero). The
second action that T takes is in Step 12. Here, T sends to P; the values of w(e, f) under some
secret permutation. Therefore, while P; can decrypt the entries of w(e, f), it will only be able to
know how many pairs of edges in the full graph had & ; # 0, but not the identity of those edges.
We defer the full discussion of privacy to Section

In addition to the above, 7" computes for each pair of independent edges, (e, f), the bit o s which
indicates whether they intersect or not (Step 10). Here we rely on the specific drawing of the graph
as given in Egs. (7)+(8).

Then, in steps 13-21, P; decrypts the entries of the w that it received from 7. If the decryption
of a given entry, w’, is zero then Xe,f = 0 (see Eq. ); otherwise x. r = 1. P sends back to T’
the vector w in which every entry that had w’ = 0 is replaced with F(0) and all others are replaced
by F(1). Then, in Step 22, T" applies the inverse permutation on the entries of w and gets for each
(e, f) € Ki avalue F(x, r) where . s is a binary flag indicating whether (e, f) € Ei.

Next, in the loop in Steps 23-35, T' constructs the full system of linear equations corresponding
to E%"d, under the encryption F. Recall that 7" has the full set of Ng,, equations in the clear. The
goal of this stage in the computation is to allow 7' to compute an F-encryption of the subset of
|E§”d| relevant equations. Specifically, if a given row in the full matrix is relevant, we wish for T’
to get an entry-wise JF-encryption of it. If, on the other hand, a given row is not relevant, we wish
for T' to get an entry-wise J-encryption of the row which consists of zeroes. It is needed to do so
without 7" learning which rows were zeroed and which rows remained.

This is how it is done: Let r, ; be the row in the augmented matrix that corresponds to (e, f) €
Kim. r, ; is a binary vector of dimension N + 1, where N = (3) - (n — 2), since it includes
the coefficient of each unknown variable (and there are IV such variables, one for each coupling of
an edge and a non-adjacent vertex) plus the right hand side (0. f = parityp(e, f)). In the linear
equation corresponding to (e, f) the coefficients of all variables are zero, except for 4 of those
variables (see Eq. (2))). Hence, in the inner loop in Steps 26-33, T" goes over the first NV entries of
r. f; in each of the 4 entries that should be 1, T" places the value F (x., ), while in all the remaining
ones it places the value F(0) (recall that F is a public-key cipher, so 7" can compute encryptions).
In the last position in r f, corresponding to the right hand side of the equation for the pair (e, f),
T places the value F(x., f) in case that o,y = 1; otherwise 7" places the value F(0), in order to
prevent from the parity’s value to affect a row that is not relevant (Steps 34-38). As a result, if
Xe,r = 0, T' constructs (in a manner oblivious to it) an encryption of the all-zero equation; but if
Xe,f = 1, T constructs an encryption of the equation for the pair (e, f), as in Eq. . In summary,
T gets a system of Nk, encrypted equations: \Eé”d| of those equations are the F-encryption of the
system (2)), while the remaining ones are F-encryptions of the trivial equation with all coefficients
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and right hand side being zero.

Finally, in Steps 40-45, T" and P; execute the the algorithm SOLVABLE in order to find out
whether the above-constructed encrypted system of equations has a solution. The graph is planar iff
the system is solvable.

30



Protocol 11 Privacy preserving HT planarity testing

1: P; and P; generate public key encryption functions £ , £ as described in [9] and send to 7" the public
encryption key.

2: P; and P, generate a probabilistic public key encryption function F which is additively homomorphic
over [y and send to T the public encryption key.

3: forh=1,2do

4: P, sends the encrypted values {€(a”) : e € Ex,, } to the mediator 7.

5: end for

6: for all (e, f) € Ki" do

7. T computes & (&, y) where & f := (af + ) - (a} +aF).

8: T generates a random integer multiplier 1 < p, y < v = |Gq].

9: T computes w(e, f) := E1(&e,f)Pf = E1(&e,f + Pe.f)-

10 Ife=e;jand f =eppwherei < j, k < landi <k, T sets o f < { L k<] .<€
0 otherwise

11: end for

12: T sends to P, the vector w <+ (w(e, f) : (e, f) € Ki™), where the entries of w are secretly and

randomly permuted by 7.

13: for 1 < i < Ng,, = |Ki"| do
14: P, computes w’ := & ' (W(i))
15:  ifw’ = 0 then

16: w(i) «+ F(0)

17:  else

18: w(i) «+ F(1)
19:  endif

20: end for

21: Pj sends to T the vector w.

22: T applies the inverse permutation on the entries of w and gets for each (e, f) € Ki"¢ a value F(x., ;)
where Y. 7 is a binary flag indicating whether (e, f) € E3".

23: for all (e, f) € Ki"? do

24: T allocates a vector r. s of dimension N + 1 where N := (3) - (n — 2).

25: T creates a bijection @ : [N] — {(g,v) : g € Ek,,v € V \ {a(g),b(g)}}.

26:  foric [N]do

27: (g,v) < (7).

28: if (9 =eandv € {a(f),b(f)}) or (g = fand v € {a(e),b(e)}) then
29: l'e)f(i) — ]:(Xe,f)
30: else

31 re ;(1) < F(0)

32: end if

33:  end for

34:  ifo,. y=1 then

35: ref(N +1) < F(xe,r)
36: else

37: re (N +1) < F(0)
38:  end if

39: end for

40: Execute SOLVABLE(r. s : (e, f) € Kin?).
41: if SOLVABLE returns true then

42:  Output ”The union graph is planar”.

43: else

44:  Output ”The union graph is non-planar”.
45: end if
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4.5 A second algorithm for private HT testing

Our second algorithm for testing graph planarity using HT theorem is given in Protocol [I2] It
has a significantly reduced computational complexity compared to algorithm in Protocol [T} as we
proceed to explain. The idea behind this variant of the algorithm is to reduce the HT linear system
of equations only to those equations corresponding to pairs of edges in Eg"d (see Eq. ) before
verifying its solvability. Specifically, this is done by sending the whole full encrypted matrix (that
contain an equation for every pair of edges in Ki"?) to T, along with the information needed to
determine the subset of relevant edge pairs from Eé"d, and to do that in an oblivious manner.

The protocol begins in Step 1 by generating an homomorphic encryption function, in similarity
to Step 2 in Protocol Next, in Step 2, P; and P» agree on a permutation 7 over Kg”d; that
permutation will be used in order to hide from 7" the exact order of the rows that it will receive and
prevent from it from inferring which specific rows it will eliminate later (in Step 23). In Step 3,
P) and P, generate a bijection ®, in similarity to the one defined in Step 25 in Protocol that
bijection determines the order of columns (variable) in the linear system of equations.

In the next loop (Steps 4-18), P; and P» construct an entry-wise J-encryption of the linear equa-

tion corresponding to each edge-pair in K énd; in addition they generate for each such pair random

additive shares in a flag that determines whether that edge-pair is in Eé”d or not. Specifically, they
generate in Step 5 a row vector for each potential equation (i.e., an edge-pair in Kg”d) and then fill
its entries with the entry-wise F-encrypted values: the coefficients are treated in Steps 6-13, while
the right hand side is treated in Steps 14-15. At this stage, P, and P, has an F-encryption of the
full linear system over K. ;”d. In order to enable the identification of the relevant subset of equations
corresponding to edge-pairs in E3"¢, P; and P, proceed to jointly compute random additive shares
in the expression & 5 = (a +a?) - (oz} + afp) (Step 16). The computation is done by invoking the
BGW protocol (Section . Because the value &, ¢ can be any value in {0, 1, 2,4}, it is sufficient
to do the computation over a field of size at least 5. The value £ ¢ contains “too much” information;
we only care whether & = 0 or & ; # 0. Revealing the exact value of a non-zero &, y may reveal
to T" excessive information on the overlapping between the two private graphs. Hence, in order to
eliminate that excessive information, P, and P» multiply their shares with some nonzero random
multiplier (Step 17), in similarity to Step 9 in Protocol [I1]

Then, in Steps 19-20, T gets from P; and P, the full encrypted matrix of | K. %”d| equations and
the shared values of the randomly multiplied &, f for all {e, f} € K&,

In Steps 21-24, T' combines the shares that it received from P; and P in order to see which rows
correspond to relevant edge pairs in E3"¢. Subsequently, T holds an entry-wise F-encryption of
the relevant \Eé"d equations. Finally, Steps 26-31 are the equivalent of Steps 40-45 in Protocol
in those steps the players test whether the linear system has a solution and consequently find out

whether the union graph is planar.
4.6 Testing the solvability of an encrypted system of linear equations

Here we describe two possible implementations of the sub-protocol SOLVABLE, which is
invoked by Protocols and That sub-protocol receives a system of linear equations over
N = (3) - (n — 2) unknowns (which are {z4, : g € Ek,,v € V \ {a(g),b(9)}}). The num-
ber of equations, which we denote below by N, is N. = Nk, in the case of Protocol and
N. = |E&| in the case of Protocol We let M denote the N, x N matrix of coefficients, b
denote the right hand side vector, and M’ = (M, b) be the corresponding augmented matrix. There
are two players in the sub-protocol SOLVABLE: T and P;. T holds an encryption F (M), where
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Protocol 12 Privacy preserving HT planarity testing

1:

® RN A

11:
12:
13:

14:

15:
16:

17:
18:
19:
20:
21:
22:
23:
24
25:
26:
27:
28:
29:
30:
31:

P, and P, generate a probabilistic public key encryption function F which is additively homomorphic
over P51 and send to 7" the public encryption key.
Py and P, secretly agree on a random permutation 7 over K3"%.
Letting N := (3) - (n — 2), Py and P; create a bijection ® : [N] — {(g,v) : g € Ex,,v € V' \
{alg),b(g)}}.
for all (e, f) € Ki"? do
Py and P, allocate a vector r, y of dimension N + 1.
fori € [N] do
(g, v) <= ®(i).
if (g=eandv € {a(f),b(f)}) or(g = f and v € {a(e),b(e)}) then
re £(1) < F(1)
else
re ¢ (i) < F(0)
end if
end for
ife=eij f=enni<ijk<Clandi<k, theno. ¢ { L k<j<t
0 otherwise
l‘e’f(N +1) « .F(Je’f)
P; and P, invoke the BGW protocol in order to compute additive shares s; f, si ¢ in the expression
bep = (al+a?)- (a}c + a?) over some field F, where ¢ is a prime > 5.
Py and P, generate a secret random p., ; € F; and then update s/ ; < sl .- pe p, h =1,2.
end for
Py sends to T the matrix (re f : (e, f) € Ki"9).
Py, h = 1,2, sends to T the vector (st : (e, f) € Kind).
for all (¢, f) € Kin? do
if s} ; + 52 ; = 0 then
T discards the row vector r. s from the matrix (re, s : (e, f) € Kimd).
end if
end for
Execute SOLVABLE(r, ; : (e, f) € Ei").
if SOLVABLE returns true then
Output ”The union graph is planar”.
else
Output ”The union graph is non-planar”.
end if

F is a probabilistic additively homomorphic encryption over some binary field Fqx. In the first im-
plementation, SOLVABLE; (described in Sub-Protocol [T3), the field is Fy. for some sufficiently
large k. In the second implementation, SOLVABLE, (Sub—Protocol, the field is IF. The private
decryption key of F is held by P;. The goal is to determine whether the system M’ = (M, b) has
a solution.
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4.6.1 Solvable : version 1

Sub-Protocol 13 SOLVABLE;

Input: T has F(M’); P has the private decryption key of F.
Output: A bit indicating whether the linear system of equations M’ is solvable.
T, with the help of Py, computes F(ranky) < ComputeRank(M').
T, with the help of Py, computes F(ranks) < ComputeRank(M).
T computes F(§) := F(ranky) - F(ranks) ™' = F(rank; — rankz) and sends it to P;.
P, decrypts and recovers 0.
if 6 = 0 then
return true
else
return false
end if

R A A S ol

In Steps 1-2 of Sub-Protocol [I3] 7', the mediator, computes the F-encrypted rank of the aug-
mented matrix M’ and the matrix of coefficients M, using Protocol@], which we described in Section
B2

Next, in Step 3, using the homomorphic property of the encryption F, T computes the encrypted
value of the difference between the two ranks and sends it to P;, who decrypts it in Step 4. By
Rouché-Capelli theorem, the system represented in M’ (namely, Mx = b) is solvable if and only
if the rank of M equals that of M’, or equivalently, if and only if § = 0. Hence, P} outputs true or
false accordingly (Steps 5-9).

4.6.2 Solvable : version 2

Sub-Protocol 14 SOLVABLE,

Input: T has F(M'); P, has the private decryption key of F.
Output: A bit indicating whether the linear system of equations M’ is solvable.
T invokes Protocol [7| with inputs F (M), F(b) and gets F( flag).
T sends to P the value F(flag).
Py decrypts and recovers flag.
if flag = 1 then
return true
else
return false
end if

P RN AR

In Sub-Protocol 14| we rely upon the procedure that was given in [35] (and we described here in
Section [3.6) that enables performing oblivious Gaussian elimination over a system of linear equa-
tions that is encrypted by an additively homomorphic encryption over Fs.

Sub-Protocol [14] starts with 71" invoking Protocol /| on the encrypted coefficient matrix M, con-
catenate with the encrypted parity vector b (Step 1). The output that it received is the encryption
of the variable flag. This variable determines (with high probability) whether the system of equa-
tions is solvable. Because 7' does not has the decryption key, in Step 2 it sends the value to P;,
who decrypts it (Step 3). Then, in Steps 4-8, P; returns whether the augmented matrix is solvable
according to the value of flag.
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4.7 Privacy analysis

4.7.1 Protocol[11

The potential leakages of information to any player is due to messages that it receives from other
players. We proceed to analyze below what each player may deduce from the messages that it
receives during the algorithm.

In Steps 3-5, T receives from each of P; and P, their indicator variables under the encryption
E. Assuming that the subgroup decision problem [9] is hard, then breaking £ is hard. Therefore,
under that assumption, 7" cannot decrypt the messages that it receives in this stage, nor learn any
information on the underlying plaintexts. Furthermore, as the encryption function £ is probabilistic,
given £(x) and £(y), it is hard to decide whether z = y or = # y. Hence, as T expects to receive
from each player a vector of length (g), T does not learn from this step any information on the
private graphs of Py and Ps.

In Step 12, P; gets the vector w'. Owing to the random and secret permutation applied by T', P,
does not know the pair of edges (e, f) that correspond to each entry. It only knows for each entry
in that vector whether x. y = 0 or x. s = 1. Due to the multiplication by the random multiplier
pe,t € IF;,, P does not learn any information on . y beyond what is implied by x. . Namely, if
Xe,f = 1 then P may infer that { s € {1, 2,4} but nothing further.

We see that P; may infer from w’ the size of Eg”d (which is the number of nonzero entries in
w’). Note that the size of E£i"¢ does not determine the size of E, but it may be used to infer a lower
bound on |E/| and hence a lower bound on | F|. If such information leakage is considered sensitive,
we may mitigate it by having 7" adding to the vector w, at random positions, entries of the form
&1(0) or £;(1) at random (where each encryption is computed from fresh). While 7" can remove
those entries from the vector w that it receives back in Step 6, such random noise obfuscates the
value of ]E;"d| from P;. Another possibility is to split this computation between P; and P. Or of
course to combine the two suggestions.

In Step 21, T receives a vector which is encrypted under F. Assuming that F is a secure cipher,
T does not learn any information here either.

In Step 40, we rely upon the security of the algorithms in [35]] and [28].

4.7.2 Protocol[12

We analyze the privacy leakage during executing, by examining the messages that each player re-
ceives during the algorithm.

The first time that P, and P> share values happens in Steps 16-17, where the players involve in
invoking the BGW protocol to compute shares of the equation in &, f = (ol + a?) - (a} + a}).
Since the BGW protocol is secure, the players does not learn about each other edges.

In Step 19, T receives from P, the encrypted matrix (rc s : (e, f) € Kg"d). Relying on the
security of the encryption scheme of F and because 1" does not holds the private key of this scheme,
it will not learn anything from the encrypted elements. In addition, since |V| is publicly known, T’
might not deduce any new information from the size of the matrix it receives (i.e Ki"?).

Next, in Step 20, the information that 7" receives when it combines the shares (s’e‘ I (e, f) €
Kird) h € {1,2}, is only whether (e, f) € Ei", hence it may deduce the number of independent
edges in . That is without knowing them explicitly, nor the structure of the union graph owning
the secret permutation 7 of the rows applied by Pj. If the latter is consider undesired leakage, P;
can sends a random number of bogus zeros rows that their shares equals that 1. This way, those rows
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may blur the exact number of independents edges while keeping the solvability of the new matrix
the same as (r.f : (e, f) € E5"). Note that due the multiplication with p! ., h € {1,2}, T will
not be able to distinguish in the case whether just one player holds the independent edges or both.

Finally, the privacy of executing SO LV ABLFE routine relies upon the security of the algorithms
in [35]] and [28]].

4.8 Computational and communication costs

We analyze below the computational and communication costs of the suggested algorithms.
Herein, if f is any operation, we let [f] denote its cost. We use it for the cryptographic opera-
tions, £,E1, &, &Y, F, F~1, for multiplications in G and G1, denoted [Mul], and for pairing
computations, denoted [e]. As for the communication costs, we will denote them (in steps where
there are such) by [ng,nar, np] where ng is the number of communication rounds, nj; is the
number of messages sent, and n g is the overall size of those messages in bits.

4.8.1 Protocol 11l
1. Step 1-2: Negligible costs.
2. Steps 3-5: (5)[£] for each of P, and P,. Communication costs: [1,2,n(n — 1)logv].

3. Step 7: For each {e, f} € Ké'"d, T has to perform two multiplications in G (for the two
addition operations) and one pairing computation (for the single multiplication). Hence, the
total computational cost for T"is N, - (2[Mul] + [e]). (No need to multiply by the random
exponent of h, it is not essential.)

4. Steps 8-10: T performs here N, exponentiations in G1 and N, operations for computing
the parity vector, the overall cost is N, (log v[Mul] + 1).

5. Step 12: Communication costs: [1, 1, Nk, logv].
6. Steps 13-20: Ng,, [€; "] plus Ng,, [F] for P;.

7. Step 21: Communication costs: [1,1, Nk, log p], where y is the modulus of the F encryp-
tion.

8. Step 22: Negligible costs.
9. Steps 23-39: [N — 3] - Nk, - [F| for T.

10. Step 40: We focus here on the case where the two players invoke Solvables. The two
players invoke that sub-protocol on a matrix of size k, = (5) - (n — 2) = O(n?) over
ky = N, = O(n*), which costs: O(n'? - ((Mul] 4 [F] + [Inv])). The communication
costs: [O(n082%), O(n082%), O(n" - log(p))].

11. Steps 41-45: Negligible costs.
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4.8.2 Protocol[12]

1. Step 1-3: Negligible costs.

2. Steps 6-13: P; performs (N - |Ki"|) - [F] = O(n" - [F]) operations.
3. Step 14-15: Py performs |Ki| . [F] = O(n* - [F]) operations.

4. Steps 16-17: P; and Py perform |Ki"| = O(n*) operations.

5. Step 19: Communication costs : [1,1,0(n7)].

6. Step 20: Communication costs : [1,2, O(n?)].

7. Step 21-25: T performs |Ki"| = O(n*) operations.

8. Step 26: T and P; invoke Solvables sub-protocol on a matrix of size ky = (g) - (n —
2) = O(n®) over k, = |E{™| = O(n?), which costs O(n® - ([Mul] + [F] + [Inv])). The
communication costs: [O(n%5%), O(n%5%), O(n® - log(u))].

9. Steps 27-31: Negligible costs.
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5 Further results - Graph coloring and outer-planarity testing

Herein we present further results that benefit from the protocols that were proposed in the previ-
ous section. In Section we describe an algorithm that tests the 3-colorability of a graph that is
shared by two players and that was already found to be planar (using the algorithms of Section [4)).
Afterwards, in Section[5.2]we show how to test in a privacy preserving manner whether a distributed
graph is outer-planar.

5.1 An algorithm for testing 3-colorability of planar graphs

Algorithm [15]is based on Grotzsch’s theorem [45] which states that every planar triangle—free
graph is 3—colorable|ﬂ Note that the triangle-free property alone, without the planarity property,
does not assure that the graph is 3-colorable as is demonstrated by the so-called Grétzsch’s Graph,
see Figure 3]

Assume the same setting as was considered in Section 4] where two players P; and P share a
graph, and let us assume that the two players had already found that the union graph is planar. They
wish to proceed and check the 3-colorability of that graph, while still preserving privacy. To that
end they invoke the BGW protocol which was described in Section [3.5| and rely on Corollary
that derives from Lemmal[5.1]

Lemma 5.1. Let G = (V, E) be a graph and let A be its adjacency matrix. Then for any k > 1 and
vertices u,v € V, the entry A¥ (u,v) equals the number of paths from u to v.

Proof. The proof is by induction on k. The case of £ = 1 is trivial. Let us assume that the lemma
holds for k and we will prove it for £+ 1. Consider any path of length k + 1 from « to v. Then there
must be a vertex w that is adjacent to v. By induction, the number of paths from w to w of length
k is given in A*(u,w). Now, the value of each entry A(w,v) indicates the existence of the edge
(w,v). Thus, A¥(u,w)A(w,v) gives the number of paths of length k + 1 from u to v, in which
the one before the last vertex is w. By summing over all possible w, we get that A*+1(u,v) is the
overall number of paths of length k + 1 from u to v. As that term is the (u,v) entry in A - A, the
claim follows. 0

Corollary 5.2. A graph is triangle-free iff all the diagonal entries in A are zero.

Proof. A graph is triangle-free iff it includes no cycles of length 3, that is, no paths of length 3 from
a vertex to itself. Hence, the corollary follows from Lemma/[5.1] 0

Figure 3: Grotzsch’s graph. An example of triangle-free graph which is not planar and has chromatic
number: 4.

STriangle-free graph is a graph that does not contain any cycle of length 3.
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Let G, = (V, E}) be the private graph of player Py, where E}, can be described by an adjacency
matrix Ay, : V2 — {0,1}, h € {1,2}. The entries in Ay, that corresponds to a pair of vertices (u, v)
is 1 if and only if E} has an edge between u and v. Those private graphs G}, induce the unified
matrix G = (V, E) for E = E; U Ej.

Assume z is any integer that the players P, share between themselves, then [z] denotes the set of
all h shares that sum to z and [z];, denotes P,’s share, for h € {0, 1}.

Note that because the graph is undirected, the adjacency matrix is symmetric i.e, Ay = AZ. Thus,
we can reduce the number of computation only for the elements that are above the main diagonal,
i.e. for the entries’ indexes 1 < i < j < n.

The algorithm begins when the players choosing a field I, to be larger than the maximum value
that appear in [A3] which is n?, and greater than the sum of the diagonal entries which is equal to the
maximal value of triangles in a a planar graphs, that according to [23]] is < 3n — 8. This restriction
is necessary in order to enable us to use BGW for the computation that we explain subsequently. In
Step 2 the players create and share with each other their own adjacency matrix entries. Then, in Step
3 they compute the shared value of matrix entry [a; ;| where a; ; = (aém + agm - aém : agm)
and 1 <4 < j < nusing BGW over the field IF;, (see Eq. [10).

Next, via the BGW protocol the players compute their shared values of the entries of [A43];,
by performing the computation of [b; ;], = Zﬁj lai]nlakj]n forall 1 < i < j < n, then they
continue and compute [¢; ;] = Z’,jjf[blk] nlag;ln forall 1 < ¢ < n, where the values are over the
field IF,, (Steps 4-5).

Then, in Steps 6-7 they compute the sum of those shared values in the main diagonal, [s];, =
Zi’f[c”]h, multiply it with a random non-zero term ¢ € [ to prevent from T to reveal any
information beside whether the trace is zero or not. Then, they send the the value, ¢ - [s]p, to T.
Finally, in Steps 8-9 T' combines the shared values and conclude that the graph is triangle free iff
the latter sum equals to zero.

Complexity. The bulk of the computational and communication costs of Protocol[T3]is due to the
BGW sub-protocol that happens in Steps 2-5. In that sub-protocol, the two players need to compute
at most (%) 4+ n?(n + 1) multiplication gates and (n — 1)[n(n + 2) + 1] addition gates.

Privacy. Derived from the information—theoretic security of the BGW protocol there is no a
privacy concern. The only value that is revealed during the protocol is the value in the final step as
excepted.

Protocol 15 Privacy-preserving testing of the triangle-freeness of a distributed graph

Input: Each P, holds its adjacency matrix Ay, of its own graph G, = (V, Ey), h € {1, 2}.
Output: A bit that indicates whether G = (V, E), E = F; U E», is triangle-free.
1: P; and P; choose a finite field IF, where p > n2.
2: Each P, creates two shares in each entry in its own adjacency matrix Aj;, and sends to Ps_, its shares,
h=1,2.
3: The two players invoke the BGW protocol to compute shares in each of the entries in the adjacency
matrix A = A; \/ As.
4: The two players invoke the BGW protocol to compute shares in each of the entries in A2.
5: The two players invoke the BGW protocol to compute shares in each of the entries on the diagonal of
A3,
6: P and P, agree on a random nonzero term g € IF;;.
7: Pp, computes the sum [s];, of its own shares in the diagonal entries of A3 and sends to T the value q - s,
h=1,2.
8: T recovers from g[s]; and ¢[s]> the value gs, where s is the trace of A3.
9: T outputs "The graph is triangle-free” if ¢s # 0 and "The graph has triangles” otherwise.
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To summarize, by applying first the protocols of Section 4] and then, if the unified graph G was
found to be planar, proceeding to apply Protocol [I3] it is possible to test, in a privacy-preserving
manner and in polynomial time, whether G is 3-colorable or not. We mention that testing 3-
colorability of general graphs is an NP-complete problem [13} l6].

5.2 Algorithm for testing whether a graph is outer-planar

An outer-planar graph is a graph that has a planar drawing for which all the vertices belong to
the outer face of the drawing. Leveraging the protocols that we presented in Sections {.4] [4.5] we
will show how to build a privacy preserving algorithm that can test whether a graph is an outer-
planar. In [16] it states that a graph G is an outer-planar iff the graph formed from G by adding a
new vertex and edges connecting it to all the other vertices is a planar graph. Thus, we can test the
outer-planarity property via a reduction to the problem of planarity testing that we already solved,
as we proceed to describe.

Protocol begins with P; and P, who agree on an extra vertex v,+1 ¢ V (Step 1). Then, in
Step 2 P; adds an edge between all the vertices in V' and v, 41. Next, as we already explained above,
in Steps 3-8 the players execute Protocol to test if the modified graph is planar and output the
result corresponding to that answer.

It is easy to see that the computational complexity and the correctness of this algorithm is similar
to Protocol [L1l

Protocol 16 Privacy preserving outer-planarity testing

Py and P, agree on an extra vertex v,+1 ¢ V, and map it to a point outside of the unit circle.
Py computes By < E1 U {(v1,Vn41)s - (UnyUnt1)}
T, P; and P; invoke Protocol@]on their inputs.
if Protocol 1 1| returns ’The union graph is planar’ then
Output “The union graph is outer-planar”.
else
Output ”The union graph is not outer-planar”.
end if

P RN E R

7Protocolis also appropriate, we use Protocolfor the sake of convenience.
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6 Conclusion

In this thesis we introduced the problem of privacy-preserving planarity testing of distributed
graph. Our main contribution in this thesis are two algorithms for solving that problem. The two al-
gorithms follow two different approaches that are based on the Hanani—Tutte Theorem. In addition,
we showed how our algorithms can be leveraged in order to reduce the complexity of computing
various privacy preserving algorithms that are based on the fact that the graph is planar, such as test-
ing 3-colorability of planar graphs, or testing whether a given graph is outer-planar. The proposed
algorithms are privacy-preserving in the sense that they protect the private edge sets of each of the
players.

The work is based on theoretical cryptographic primitives such as homomorphic encryption,
oblivious transfer, Yao’s garbled circuits and Yao’s millionaires’ protocol, along with more compli-
cated protocols like oblivious Gaussian elimination and rank computation of an encrypted matrix.

This study raises the following two problems for future research:

e To devise an improvement in terms of computation complexity of our planarity testing algo-
rithms in order to render them efficient for larger graphs. This can be done by improving
our approach using Hanani-Tutte Theorem with more efficient ways to test the solvability
of the HT system equations, or to design a privacy preserving version of a planarity testing
algorithm that is based on another approach.

e To devise privacy-preserving algorithms for solving graph problems, which are more efficient
to planar graphs than they are for general graph. Examples of such problems are: the sub-
graph isomorphism problem or the maximal clique problem.
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