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Abstract

Many Ad-hoc networks for Military and Public Safety environments are characterized
by a large number of nodes in the same area (which means that frequency spatial reuse is
less applicable), crucial situation awareness (SA) (which implies periodic frequent location
updates, mission status, etc.), or high propagation delay (for example, acoustic or airborne
networks).

In order to support such networks, an efficient Medium Access Control (MAC)
broadcast algorithm is essential. Using one shared channel with only one packet reception at
a time capability may not be scalable and therefore Multi-Packet Reception (MPR)
techniques are more suitable. Recent technological developments (patent pending [18])
enable all nodes to receive messages simultaneously in many, even hundreds of channels in
each node.

In SA applications, the most important indices are the packet reception rate from
each node and the maximum delay between two consecutive updates from each node in the
surrounding zone. SA messages are very important, for instance, in avoiding airplane
collisions and friendly fire.

In this work, we define two indices to evaluate a scheduling of nodes in an MPR
setup. The first — rate index: This index considers the worst-case packet reception rate
between any pair of nodes. The second — delay index: considers the worst-case delay
between two consecutive receptions of any pair of nodes.

Then we propose three multi-channels TDMA MAC based scheduling algorithms and
we analyse the performance and the output of the algorithms. We show that each one of the
algorithms performs better with respect to the different indices and traffic assumptions.

In this work, we consider the best scenario that is, the simple case of full mesh.

Some of the results in this work were published in [1]. The full paper is given in Appendix A.



1. Introduction
1.1. Motivation

One of the major applications in military and public wireless safety networks is
Situation Awareness (SA). SA allows each node to be aware of the location of other nodes in
the same zone. The theory of situation awareness in dynamic systems can be found in a
paper by Endsley [2]. SA applications generate periodic messages which are broadcast to all
nodes in the network. The periodic messages are generated at a very high rate, so it can be
assumed that each node always has a packet to transmit (heavy load traffic). In crowded
networks the SA information is too large to be transmitted in a single time slot so it is crucial
to get very high update rate time slots.

We refer to networks, such as airplane control [3] or emergency detection, in which
SA is crucial and the propagation delay is not negligible. To support updated SA information,
frequent messages are sent, so naturally, TDMA schemes are usually chosen. In SA
applications, the most important indices are the packet reception rate from each node and
the maximum delay between two consecutive updates from each node in the surrounding
zone. For instance, SA messages are very important, for avoiding airplane collision and
friendly fire. It is crucial to receive all the nodes in the radio 1-hop range. The packet
reception rate is defined by the ratio between the number of packets received in a period of
time over the same period of time.

MPR (Multi-packet Reception) technology enables nodes to receive messages
simultaneously in many channels. Based on this technology, opportunities to develop new
scheduling algorithms, which might improve performance the aforementioned networks,
compared to single channel reception algorithms.

In this work, we design multi-channel TDMA scheduling algorithms that take
advantage of MPR capability. We assume half duplex radio channels with multi-packet

reception capability from each channel.



1.2. Literature review/Background

1.2.1. MAC algorithms

MAC algorithms can be roughly divided into two main categories: contention based
algorithms and contention free algorithms. Contention based algorithms are either based on
random access (ALOHA, slotted-ALOHA), on carrier sense access (CSMA), or on collision
avoidance with handshaking access (MACA, MACAW). A detailed survey of contention based
algorithms can be found in an article by den Hevel-Romaszko and Blondia [4] and in the work
of Kumar, Raghavan and Deng [5]. Although contention based algorithms might be suitable
for bursty traffic loads, they are suffers from low throughput in high load networks, due to
the increased number of collisions in high load traffic (see for example [4] and Zhvand and
Zhou [19]).

The most popular contention free MAC algorithms combine TDMA, FDMA and CDMA.
Standard TDMA algorithms for broadcast purposes usually assume reception of one
packet at a time, and usually assume that the influence of the propagation delay is

negligible (for examples see work by Bao and Aceves [6] and [7] ).
1.2.2. Multi-channel MAC algorithms

Multi-channel MAC algorithms, without MPR capabilities, are usually used for
simultaneous multiple number unicast sessions, or for simultaneous multiple number
multicast sessions in a multi-hop spatial reuse network.

Such algorithms usually assume that only one packet can be received at any given
time. To support the multi-channel property, in most of the existing networks (example, IEEE
802.11), the nodes swap between the channels using the same antenna.

Most of the Multi-channel MAC algorithms are designed for unicast messages and
are based on IEEE 802.11. Most of them require a control channel for access negotiation,
that is, for choosing the channel for the data communication. A survey can be found in [4].

Clustering is yet another technique to obtain simultaneous multi-channelling, i.e., one

7



channel per cluster. This structure is hierarchical, and cluster heads and backbone
communication algorithms need to be defined. A survey of clustering schemes is described
by Yu and Chong [8].

1.2.3. Multi-channel MAC algorithms with MPR

With the advent of sophisticated signal processing techniques, it is possible to achieve
Multi-Packet Reception (MPR) simultaneously in different channels. The potential
improvement of a network’s performance by using MPR is shown in the work of Aceves,
Sadjadpour and Wang [10] and[11]. Crichigno, Wu and Shu [9] suggest the use of several
radio antennas for unicast applications, in order to achieve MPR capabilities. The problem
defined there was dynamic channel assignment when the number of antennas is smaller
than the number of channels defined by IEEE-802.11.

In this work we assume MPR capabilities: several messages can be received
simultaneously. We also assume that there are half duplex nodes. A half-duplex node is a
node which cannot receive and transmit at the same time. The same assumptions were
made for example, by Chlamtac and Faago [12], and in [10] and [11]. The GAFT algorithm in
[12] and the algorithm suggested by Shrader andGiles [13] assume similar conditions. These
algorithms were designed for unicast messages. Cai and Lu [14] further assume the ability to
receive messages during transmission in different channels, which is technically harder to
achieve.

The COMB algorithm [15] divides space into hexagonal cells. Each cell is allocated a
code, which is a combination of twelve orthogonal CDMA codes. The codes are spatially
reused between cells that are far enough from each other (separated by at least three cells).
The intra-cell algorithm, SOTDMA [16], uses the cell’s code. The drawback to this algorithm is
the different density of the various cells.

In CDMA schemes for cellular networks, only the base station has MPR capabilities,
and these capabilities rely on adaptive power control. Furthermore, the number of
simultaneous receptions is limited. This makes it less suitable for ad-hoc networks, as ad-hoc

networks are many-to-many communication networks.

8



1.3. Single wide band channel versus multiple channels

A Medium Access Control (MAC) algorithm is an algorithm which coordinates the access
to the transmission medium among different nodes. For a wireless network, the medium is
usually defined by a range of frequency bands (channels) that a node can use to transmit
information. A natural question is what are the benefits of using multiple narrow channels
versus using one wideband channel.

[17], the authors proved that the capacity of a network with one wideband channel is not
less than the capacity of a network in which the spectrum is divided into m channels.
However, their model differs from our model in several aspects: they assume unicast
messages, single channel reception and negligible propagation delay time.

In our model the propagation time is crucial and not negligible and therefore we utilize
MPR capability.

There are three main reasons to use multiple channels:

1. Usually, the available spectrum is not continuous so it is divided by its nature into sub-channels like
802.11 channels in ISM bands. The authors in [17] mention two administrative reasons for that:

a. rUsing different channels for separate networks allows the networks to coexist without
interference. If only one channel is available, nodes from different networks must
coordinate with each other so that they do not transmit simultaneously or else the network
performance can degrade substantially. Coordination among nodes from separate networks
is very difficult when the interfering links across the networks are weak.

b. »Due to historical and political reasons, it is often impossible to assign the same frequency
band in every country. Consequently, a wireless network technology is designed to operate
at one of several possible frequency bands depending on location. Furthermore, the
bandwidth available varies from one country to another. Instead of defining a different
standard for every region, multiple channels are defined in the same standard. A subset of
these channels can be used in each region”.

2. The cost of the power amplifier at each node is proportional to the bandwidth and therefore a wider
channel means more expensive equipment at each node.
3. As the propagation delay does not depend on the width of the channel, multi-channel architectures

suffer less from high propagation delay. Therefore, in networks that operate in a high propagation



delay environment, like airborne or acoustic networks, using multi-channel might improve the

performances.

In multi-channel TDMA networks, the transmission time on each channel is divided
into time slots, which are in turn grouped into frames. The frames on all the channels are
synchronized with each other. The time-aligned frames on all of the channels are grouped
into a multi-channel TDMA frame.

We use the following notations:

T - The transmission time in a single (wideband) channel;

P - The maximum propagation delay between any pair of nodes in the network;

m - The number of channels; and Tp - The transmission time in one narrowband

channel (Tp=m*T). The size of the time-slot is therefore mt + P.

Most of the TDMA MAC algorithms assume that P is negligible. Nevertheless, in

airborne/acoustic networks P is significant. It is easy to show that the transmission rate is

m

— - Therefore, as long as P is not negligible, the transmission rate is an increasing function

of m. The transmission time (Tp) of a packet is also an increasing function of m while the
propagation delay time is a constant. Therefore, the percentage of time wasted on

propagation delay is decrease as m increase, as described in Figure 1.
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Figure 1: The size of a time slot as a function of m

In this work, we state the necessary and sufficient conditions where multi-channel
models achieve a better performance than a single (wideband) channel model, as a function
of the number of nodes, the packet transmission time, and the propagation delay. We
compare the performance using the following two indices: R-index and D-index described in

2.2.

1.4. Our results

In this work, we examine and compare two kinds of models: cooperative and non-

comparative. Let n be the number of nodes, and m be the number of channels.
1. Non- comparative model
In this model, only one packet can transmit in each access. In this model, there are approaches to
optimization: the first approach is designed to maximize the reception rate between any pair of
nodes, the second approach designed to minimize the delay between two consecutive updates over
all the pair of nodes. We prove the following:
a.  Upper bound of the minimum packet reception rate over all pairs of nodes. The minimum

packet reception rate over all pairs of nodes is equal or less than to the following bound:

(n—-m)xm

X (TP} - We present an algorithm which equals this bound.
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b.  Upper bounds for the maximum delay between two consecutive updates over all pairs of

nodes.

i. The maximum delay is less or equal 2 [&] (llog m| + 1)(mT + P).

ii. The maximum delay is less or equal 2[vn|(mT + P) if n < m?
iii. The maximum delay is less or equal 2[n/m](mT + P) ifn > m?
In each of the above cases, we show a linear time algorithm that produces a schedule
of a maximum size equal to the upper bound.
c. Lower bounds for the maximum delay between two consecutive updates over all pairs of
nodes.
i. The maximum delay is higher or equal [2n/m](mT + P)
ii. The maximum delay is higher or equal [log n] (mT + P)
We show a linear time algorithm which reaches the lower bound when n > m?
2. comparative model
In this model, we assume full cooperation, i.e., the algorithm assumes that nodes will use the first
half of their transmission time for their own messages, and the second half for forwarding messages
originating in another node. The time slot duration is bigger than non- comparative model

algorithms. We show an algorithm with the following bounds assuming m < 2

a. The lower bound of the minimum packet reception rate over all pairs of nodes is:

m
nx( 2*mxT +P)

b. The upper bound for the maximum delay between two consecutive updates over all pairs

of nodes is ([%] + 1) x (2mT + P).

In this work, we state the conditions where multi-channel algorithms achieve a better

performance than a single (wideband) channel model.

This work is organized as follows. In Section 2 we describe the model and define the
performance Indices. The Indices bounds proof and scheduling algorithms are presented and
analysed in Section 3, and the optimal number of channels is calculated. In section 4 we
compare the performance of the proposed algorithms. Finally, we conclude and present

several suggestions for future developments in Section 5.
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2. Models and Performance Indices

2.1. Model description

We assume a full mesh MANET with unlimited frequent status updates. The network
consists of N homogeneous nodes and can support multiple packet reception (in different
channels). All channels are accessible to all nodes. The nodes communicate by sending

periodic equal length packets. The system restrictions are as follows:

1. A node cannot transmit and receive at the same time (half duplex transmitters).
2. A node cannot transmit on more than one channel at the same time.

3. If more than one node transmits in the same channel at the same time, the packets collide.

In this work we do not consider the effect of multiple access interference caused by
imperfect orthogonality of channels. We also do not consider the guard band between any
two channels. The nodes are synchronized timewise. The number of channels used might
change dynamically according to the topology condition.

We use the following notations:

o N ={1,...,n} - The set of nodes.

o M ={1,..,m}-The set of available channels.

o P - The maximum propagation delay between two neighboring nodes in the network.
o T -The transmission time in a single (wideband) channel.

Tsit - The size of a time slot, that is, the transmition time plus and the propagation

delay time. Therefore, Tgo: is mT + P.

2.2. Performance Indices

We define two performance indices:
1. R-index - The global minimum packet reception rate. Denote by r(i, j)— The average
packet reception rate per node i, from node j, i.e. the ratio between the number of
packets nodes j received from node j, in a period of time over the same period of time.

Note that r(i,j) does not necessary equalr(j,i). R-index is then defined as:

13



R = min, ;{r(i, j)}. This index is a worst case packet reception rate between any two
nodes.

2. D-index - The global maximum delay between two consecutive receptions of any
pair of nodes. Denote by d(i,j) — the maximum delay between two consecutive
receptions from node j by node i. Note that d(i,j) does not necessarily equal
d(j,i). D-index is then defined as: D = max; ;{d(i,j)}. That is, the worst delay

case between two consequent receptions between any two nodes.
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3. Scheduling Algorithms

3.1. The algorithm problem

Given N and M, we are interested in designing a periodic transmission strategy (namely, a
periodic schedule). This means that every i € N is provided with a finite increasing time-slot
sequence ti'wt,ii. letd = maxit};i be the schedule length (frame) of the sequence. The time
slots when i can transmit are t{', ...,t,"ci, t{+d, ...,t,"cl_ + d. Note that the parameter d depends
on the transmission strategy, but it is the same for all nodes. A reception is considered
successful if the receiving node is idle during the time-slot of the transmission. Hence we

have the following requirement.

1. Forevery (i,j) € N X N there will be an ““(i,])- transmission’’ time slot, when i transmits and j does not
transmit.

2. At most, m nodes can transmit simultaneously at the same time slot.

Definition: A schedule S of N is a sequence of subsets of N such that the following holds.
1. The union of the sets in S is N.

2. Sis an m-schedule if all the sets in S have a maximum size of m.

In our scheduling algorithms, we illustrate a schedule S (frame) in a table format. Each
row corresponds to a different channel, and each column corresponds to a different time-
slot.

We thus consider the following algorithmic problems:

Givenaset N = {1, ...,n} of nodes Given aset N = {1, ...,n} of nodes
and an integer m (the number of and an integer m (the number of
channels). Find an m-schedule S of channels). Find an m-schedule S of
N that minimizes D-index. N that maximizes R-index

15



We consider 3 different multi-channel TDMA scheduling algorithms. We describe each
algorithm, its performance, the optimal number of channels to use and algorithm examples.
As a reference point, we first analyze the basic TDMA algorithm with a single (wideband)

channel.

3.2. Single Channel TDMA Algorithm — Algorithm SC

The basic algorithm uses a single channel (m=1), with a TDMA policy, as
demonstrated in Table 1. Formally, Frame (t) = (t modn) +1,t = {0,1,...} . In algorithm
SC, Tsior = T + P.

Table 1: Basic TDMA scheduling Frame

Ch; |1 2 3 n-1|n 1 2

3.2.1. Performance analyzes:

1. Rge = each node transmits every n time slot and is received by all the nodes

1
nx(T +P)’
in the network (only one node transmits at a time).

2. Dsc =n X (T + P), the packet might wait in the queue of n time slots.

3.3. Maximum-Rate m-channel Algorithm - Algorithm A

This algorithm is designed to optimize R-index. The channel is divided into m equal-
bandwidth channels. All the m-combinations of n nodes are calculated. Each combination of
m nodes is assigned one time slot, and each node in the combination is then allocated one

channel from the m channels to transmit during the assigned time slot. In this way, the set of
n
all combinations defines a TDMA cyclic frame. The frame length is (m) time slots. An

example frame is shown in Table 2. In this example we construct the combination with
lexicographic order. In algorithm A, Ts;,; = mT + P.
We suggest a recursive algorithm, that in each step, the next combination is

calaulated based on the previous combination. Assume that the first permutation p(1) is the
16



natural permutation (1,2,...,m). Given p(k), p(k+1) is calculated as follows:

Find the largest i such that p(k)[i]#n — m + 1.
Forj=1toi-1 p(k+ D[j] = pk)[j].

p(k + D[i] = p(k)[i] + 1.

Forj=i+ltom p(k + D[j] = ptk + D[j — 1] + 1.

A 0w Do

The resultant schedule is shown in Table 2.

Table 2: An example of a TDMA frame of Algorithm A (lexicographic order) with n=6 and m=3

Ch {11 (11|11 |11 |1|1|2|2|2|2|2|2(3|3|3|4

Ch, | 2

N
N
N
w
w
w
N
N
vl
w
w
w
N
N
w
N
N
w
vl

Ch;|3|4 |5/6|4|5|/6|5|6|6|4|5|/6|5|6|6|5|/6|6|6

Note: In the special case of m = 1 we get a basic TDMA as shown in section 3.1

3.3.1. R-index performance

Claim 1:

_ (n-m)xm
T (n—1)xnx(mT+P)

Ry
Proof of claim 1:

. n . .
Each node transmits exactly (m) X %tlmes in each frame (symmetry);

The number of times per frame that each pair of nodes transmits in the same time

slot is (n B 2)
m— 2/
Therefore, for any two nodes i and j, the number of times per frame node i receives

node j packet is:

()%= (n23) = ) <% < G



Therefore,

n m n—m

R =(m)xﬁx(n—1)= (n—m)xXm

! (n)X(mT+P) (n—1) Xn X (mT + P)
m

The number of channels (m) that maximizes Ry is then:

ORq _ 0 (n-m)xm —0=>m = —P+VP2+PTn
am ~ am (n—-1)xnx(mT+P) - T ’

Corollary: As one could expect, m is an increasing function of n and of P. Therefore,
for dense networks and for high propagation delay (P) networks, bigger m's are advised. m is
also a decreasing function of T, so for long transmission times (long packets for example)

fewer channels will have a smaller R-index.

Claim2:

Given that one packet is transmitted in each time slot, algorithm A achieves the

optimal (upper bound) R-index.

Proof of claim 2:

In algorithm A, the number of packets transmitted by each node per frame is the
same, and Vi,j €N, r(i,j) = R4. Let us assume, by contradiction, there is another
algorithm, say algorithm B which Rp > R,. Let T be the frame size of algorithm B. The

general number of all packet reception in a frame is m(n — m)T ,so the average packet

m(n—m)

recepion rate of any node by any node is =D (TP

which it equal to R,4. Therefore, if
3i,j such thatrz(i,j) > R, then there must be at least two nodes, say nodes k and / such
that r5(k,1) < R4 . Since Rp = min; ;{r,(i,j)} < Ry, which contradict the assumption of
Rp > R, therefore R, is optimal.

18



3.3.2. D-index performance

When m=1, D, =n X (T + P), but when m>1, D4 is tightly dependant on the

combination generation order, the following claims assume a general combination method.

Claim 3:

pi= (((-5)+ (23 +1)xr+p

Proof of claim 3:

m

The number of times per frame node i receives node j for any two nodes is: (m) X—=

n—2 I .. .. n m
(m _ 2). Let us assume, by contradiction, that 3 i, j such that d(i,j) > <(m) (1 - ;) +

(11:1:22) + 1) time slots. Its means that the remaining of the receptions of node j by node i

n m n—2 . . n C N L .
((m) X — = (m _ 2) — 2 ) should be in the remaining of (m) —d(i,j) time slots. Since

(-aan< ((0-(( -2+ (72 +2)) = x2- (272

2) the assumpion is not fulfilled and therefore the maximum delay is:

D, < (77:1) (1 - %) + (rrrll_—ZZ) + 1 time slots.

Explanation: The worst case delay between any given two given nodes i,j occurs when node i

. . n m . . . .
transmits continuously for (m)x; time slots and node j transmits continuously

simultaneously with node i in the first (n B 22) time slot (The number of times per frame

that each pair of nodes transmits in the same time slot).

The lexicographic order combination as shown above is the worst case delay . Table 2
illustrates the schedule of m=3 and n=6 with a cycle of 20 time slots. Consider time slot 16

(allocated to nodes 2,5 and 6). During this time slot, node 1 successfully recieves
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transmission from node 2. The next time that node 1 successfully recieves transmission from

node 2 is on time slot 11, that is, a delay of 15 time slots.

We showed above the worst upper bound for any given permutation order. When m? <n
(which is the common state) and n divided by m, this bound might be improved. We show
that if we could impose a certain order of the permutations, such that the following two
conditions hold, then the upper bound would be significally improved. We divide the set of

all the permutations into several cycles, of size % such that:

1. Each node is allocated exactly one time slot for transmission in each cycle
2. If two nodes transmit simultaneously in a given cycle, they will not transmit simultaneously in the
consecutive cycle.

In this case, the upper bound is reduced to:
n
D, < (3*E—1)X(mT+P)

3 % % — 1 time slots are the maximum gap between two successive reception of 2 nodes.

Consider any two nodes i and j. The worst case is when node j recieves the transmission
of node i in the first time slot of cycle A. Then, in cylcle A+1 they both transmit together;

and in cycle A+2 node j recieves node's i transmission in the last time slot of this cycle.
Therefore the delay between these 2 nodes is 3 * % — 1 time slots, which is (3 *%—

1) X (mT + P). Table 3 illustrates the schedule of m=2 and n=6 which fulfil the two

conditions.

Table 3: An example of a TDMA frame m=2 and n=6.

Chy |123|1/4]|2|1|5/4]|1|6|/5|/1(3]|6
Ch, |45/6/5/6(3|/6[3(2(3[|2|4|2|4]|5

We now prove the upper bound for some special cases.
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1. Casel: m=2,

1. We form the frame, subdivided into several cycles, each cycle with n/2 time slots,

as follows: In the first cycle we schedule all nodes by their sequential numbers,
that is, nodes 1, ,g are assigned to the first channel; and nodes % +1,..,nare
assigned to the second channel. Let A be the first cycle of the frame, A =

AO,t =t+ 1 n
{ 01,..2-1

Al,t=%t+1 b=
2. Each cycle is derived from the previous cycle by cyclic shifting of all nodes
clockwise except for the first node in the first channel, which stays static. Let A

-1}

A =Agpsr, t={0 <t <--2}

(14_0,1? = AO,t—l' t = {2 <t<

SN

N

be the next cycle so A = { Ago = Ao
Ag1 = A1p
\ A1,§—1 = A0,§—1

3. The frame consists of n-1 cycles. Each node is scheduled in a different position in
each cycle except the position of the first time slot in the first channel which is

assigned to node 1 only.

Claim4:Incasel, D, < (2 * [g] + 2) X (mT + P).

Proof of claim 4:

1. Each node transmits in each cycle exactly once.

2. Each node transmits with any other node exactly once in each frame.

3. Therefore, in every 3 cycles it is certain that each node receives any other node at
least twice.

4. Since each node shifts only one time slot each cycle, the worst case for the delay is

two cycles plus 2 time slots between 2 consecutive receptions.Therefore, Dy < 2 *

[E] + 2 time slots
m
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In Table 4 we show such a cyclic construction for m=2 and n=8.

Table 4: An example of a TDMA frame special case (m=2) and n=8.

Ch;

Ch,

2. Casell:m? =nme{2,3,5,7}

The schedule does not neccesarily use all the combinations but is still bounded by R,

and Dy < (3% % — 1) time slots.

The schedule can be described as follow:

1.
2.

The frame is divided into cycles of m time slots and m channels.

In each cycle, each node is allocated exactly one access.

In each frame, each node transmits simultanuesly with each other node
exactly once.

Each cycle is represented by a square mXxXm matrix

The assignment in each cycle depends on the previous cycle.

A is the current cycle matrix and A is the next cycle matrix and the

transformation function is : Aj; = A(; i+ jymoaqm)) /0 S i<m—-10<j<m—1

The number of the cycles is :l;_ll =m+ 1.

The transformation function is operated m times to form the m cycles. In the
m+1 cycle the m nodes that have not been transmitting simoultanously in the

previous cycles are assigned for transmission in the same time slot.

In Table 5-9, we show examples for m=2, 3 and 5 respectively.

Table 5: An example of a TDMA frame of algorithm A special case m? = n (m=2).

Ch, 1 3 1

Ch, |2 4 4 3 3 2

A A\
Y Y Y
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Table 6: An example of a TDMA frame of algorithm A special case m? = n (m=3)

Ch; |1 2 3 1 4 7 1 8 6 1 9 5
Ch, | 4 5 6 8 2 5 9 4 2 3 8 4
Chs | 7 8 9 6 9 3 5 3 7 2 7 6

Y Y Y Y

Table 7: An example of a TDMA frame of algorithm A special case m? = n (m=5)

Ch;|1|6 |11 |16 (21 |1 |2 |3 |4 |5 |1 |10 |14 |18 |22
Chy|2 |7 |12 |17 (22 |10 |6 |7 |8 |9 |23 |2 |6 |15 |19
Ch; (3|8 |13 |18 (23 |14 |15 |11 |12 |13 |20 |24 |3 |7 |11
Chs |4 |9 |14 |19 |24 |18 |19 |20 |16 |17 |12 |16 |25
Chs [5]10 |15 |20 (25|22 {23 |24 |25 |21 |9 |13 |17 |21 |5
\ JAN J\ J
Y Y Y

Chy |1 (23]20)12|9 |1 |13|25(7 |19|1 (2 |3 |4 |5

Ch, {13 /10|2 |24 |16|11|23|10|17|4 |8 |9 |10|6 |7

Ch; |25|17|14 |6 (3 |21|8 |[20|2 |[14|15|11|12|13 |14

Chy |7 |4 2118 |15|6 |18 |5 |12|24|17|18|19|20| 16

Chs {19 |111|8 |5 [22|16|3 (15|22 |9 |24 |25|21|22 |23

Y Y Y
3.3.3. The optimal number of channels

The optimal number of channels for algorithm A in order to maximize the R-index is

—P+VP2+PTn

- ) Therefore, R4 > Rgc , whenever

m= round(

—P+VP2+PTn

round (
T

) > 1 is satisfied.
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In the special case Il above, where the upper bound of the delay is less or equal to
D, < (3% % — 1) X (mT + P). Dsc of single (wideband) channel is n(T + P) . Therefore,

P(nm-3n+m)

Dgc > Dp , whenever >T .

2nm-—m?2

Remarks:

In situations where the optimization of the R-index is crucial, it is beneficial to use algorithm
A. The algorithm keeps fairness of packet reception rate between any two nodes, similar to
the one channel TDMA. The fairness is important for SA applications QoS. The main
disadvantage of this algorithm is its high delay and the complexity of constructing a general

scheduling to reduce the delay.

3.4. Minimum-Delay m-channel Algorithm - Algorithm B

In this section, we focus on algorithms that minimize the D-index. In our published paper
(Appendix A), we proved close upper and lower bounds of the delay and had showen linear
complexity of the running time of the algorithms. The results are summarized in the

following theorems (time is messured in terms of time slots units when Tg;,; = mT + P).

3.4.1. D-index performance

In Appendix A, we proved the following two theorems:
Theorem 1
o Dp <2[%|(llogm] + 1)
e Dy <2[Vn]ifn<m?

. DBSZm[%] if n >m?

Theorem 2 For any positive integers n = m = 2 the following holds.
022
e Dy >[lognl.
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Since the paper in Appendix A was published, we found an algorithm that reaches the lower
bound for every n > m?2. So in this section we concentrate on the additional algorithm that
was not included in Appendix A.

We now show that Algorithm which reaches the lower bound delay when n > m?, i.e,,

2n] . . . . .
Dp = [;n] (time is messured in terms of time slots units).

Algorithm B:
e Let A be a matrix which represents the scheduling frame. The columns represent
channels and the rows represent time slots.
e The frame scheduling takes two phases. In each phase we assign each of the n nodes
only once.

Phase I:
L Agp=Q@+i+j+m)ymodn, if l+i+j+m<n,0<i<m-1,0<j<[2-1.

Phase II:
1. Find from phase |, index; and index; such that A jngex pindex;) =T
2. If (index;+1)modm =0 index;= 0 ; index;= index; +1
3. Else index; = index; +1
4. fori=0tom-1

a. for j=0to ceil(n/m)-1
i. if(i+j*m+1 <=n)
1 A(indexi,index]-)= 1+i+j*m
2. If (index; +1)modm =0 index;= 0 ; index;= index; +1
3. Else index; = index; +1

Note that in phase Il we follow the assignment that was formed in the previous phase row-
wise, and assign in the A matrix all n nodes column-wise, starting after the last assignment of
the first phase

In Tables 8-9 we illustrate the scheduling formed by Algorithm B for different values of n and

m.

Table 8: An example of a TDMA frame of algorithm B: n=7 and m=3.

Ch, 1 4 7 7 3
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ch, 2 5 1 2 6
ch, 3 6

Table 9 relates to the same values we used to illustrate Algorithm A (Table 6). In
Algorithm B, the R-index is 1/6 time slots (versus 1/4 in Algorithm A) the D-index is 6 time

slots (versus 8 time slots in Algorithm A).

Table 9: An example of a TDMA frame of algorithm B: n=9 and m=3

ch, 1 4 7 1 2 3
ch, 2 5 8 4 5 6
ch, 3 6 9 7 8 9

Claim5: Dy = [%n] X (mT + P), thatis, Algorith B reaches the best lower bound.

Proof of claim 5:

1. The frame size is [;n] time slots, since each node is assigned exactly twice and the

. . . I2
number of channels is m. Therefore, the number of time slots per frame is [;n]

time slots.

2. Each node transmits simultanuesly with any other node at most once per frame
since the row size of the first phase is less than the column size (n = m?), this
gurentees that if two nodes transmit simultanuesly in the first stage they will not
transmit simoultanously in the second stage.

3. Each node receives a message from every other node at least once per frame.

Therefore, Dy, < [%n] time slots, but from the lower bound proof (in Appendix A)

it follows that D, > [%n] and therefore the following equation must hold:
2n
D, =[]
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3.4.2. R-index performance

. 1
Claim6: Rz > o , whenn > m?

Proof of Claim 6:
As R-index is the worst case scenario and as Algorithm B is designed such that in each
frame each node receives a message from any other node at least once, therefore R-index

equals 1 over the frame's size:
1

Ry =
"= [2nim] x (m+T +P)

3.4.3. The optimal number of channels

We proved that if n < m? then Dy < 2[v/n|(mT + P). Therefore, Dy is an increasing
function of m. The minimum delay is thus achieved for minimum value of m that is,

m = [Vn|. Dsc = n(T + P), therefore multi-channel with [vn] channels achieves lower
delay than on single channel (Dg < Dgc) whenever P( ) >T.

We proved that if n > m? then Dy = [%n] (mT + P). Therefore, Dg is a decreasing

function of m. The minimum delay is thus achieved for maximum value of m that is,

= |Vn].Consequently, multi-channel with || channels achieves lower delay than on

2[\/—J

single channel (Dg < Dg¢) whenever P( )>T.

Remarks:

Algorithm B focuses on D-index minimization. The algorithm guarantees a minimum delay
between consecutive packets for any two nodes. The packet reception rate between any
two nodes is not homogenous, i.e., some nodes might receive more packets from some
nodes and fewer packets from other nodes. R-index in algorithm B is not optimal (proof

was given in algorithm A).
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3.5. Relay m-channel Algorithm - Algorithm C

In Algorithm C, we assume full cooperation, i.e., the algorithm assumes that nodes will
use the first half of their transmission time for their own messages, and the second half
for forwarding messages originated in another node. In each time slot, m nodes are
transmitting. Each of them transmits two messages: in the first half — their own message;
and in the second half — the message recieved in the first half of the previous time slot in

the same channel. The time slot duration is bigger than in all other algorithms. In this

. n
algorithm we assume m < >

Algorithm C is actually an extention of the unicast algoritm GAFT, described in [12], that
applies to broadcast messages. The main modification is due to the fact that in Algorithm
C we expect all nodes to finally receive all messages while GAFT messages are directed to

a single destination.

Therefore, in Algorithm C we retransmit all the messages while in GAFT we need to

., m-1
retransmit ——- from the messages.

In algorithm C, Tg;o¢ = 2mT + P. Time slots are grouped into frames. Each frame

contains n time slots.
The schduling procedure:

The scheduled algorithm frame is constructed as a matrix of size m X n as follows: Assign
node's id numbers sequentially column-wise' until all the matrix's cells are assigned. That

is, the first m nodes are assigned to the first column (the first time slot), etc.

Formally, Each node i acts according to the following rule in time slot t = {0,1, ... }:

1. ifthereisaj € {1,...,m} such that (tm + j) mod n = i, node i can transmit on channel j.
2. if node i can transmit in a time slot t via channel j, node i also relays the packet which it received at

time slot t-1 via channel j (packing to its own packet).
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A scheduling example can be found in Table 10.

Table 10: An example of a TDMA frame of algorithm C: n=9 and m=4

Chy | 1(+6) 5(#1) | 9(+5) |4(+9) | 8(+4) |3(+8) | 7(+3)|2(+7) | 6(+2)

Ch, |2 (+7) 6(+2) | 1(+6) | 5(+1) | 9(+5) |4(+9) | 8(+4) | 3(+8) | 7 (+3)

Chs | 3(+8) 7(+3) | 2(+7) | 6(+2) [1(+6) | 5(+1) | 9(+5) | 4(+9) | 8 (+4)

Chs | 4(+9) 8(+4) |3(+8) | 7(+3) [2(+7) | 6(+2) | 1(+6) | 5(+1) | 9 (+5)

3.5.1. R-index performance

Since in each frame, each node receives m packets from every node (directly or relayed)

the R-index is:

Rc > m
€= nX(2«xmx*T + P)

3.5.2. D-index performance

Each node is assigned to transmit in the worse case, every [%] time slot. As we assumed

that 2Zm < n, a node will not transmit in two consequent time slots. Therefore, nodes

that transmit simultaneously have to wait one time slot to receive the packet by relay, so

the worst case delay is [%] + 1 time slots. Thus:
pe < ([2]+1) x (2mr +P).
3.5.3. The optimal number of channels

Asm < 2 and as Rc¢ is a monotonically increasing function of m, the maximization of Rc

n 1 n
occurs whenm = . R = e Therefore, when m = > Rsc < Rc, whenever
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M>T.

(n— 1)m—n) ST,

2m2+mn

Dsc = n(T + P) . Therefore, Dsc > D¢ , whenever P X (

Remarks

The main disadvantage of Algorithm C is the overhead that results from the fact that each
message is sent twice: once by the originator and once as a relayed message. Note that the
cost of the two transmissions considers only the transmission time and not the propagation
delay that is "paid" only once for the two packets.

This disadvantage can be regarded as an advantage as it is more resilient with regard to

packet loss.
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4. Algorithms Performance Comparison

4.1. D-index

We use the following D-index measures for comparison between the performance of
algorithms A, Band C:
1. D, = (3%— 1)(mT + P)
2n
2. Dp=|Z|x(mT +P)
n
3. De=(|2]+ 1 x(2mT +P)
m
Note that measures 2 and 3 were proved above, while measure 1 was proved subject to
several conditions

These are the comparison results:

1. Dy < D, always.

n-m
2

2. Dy < D. whenever P X ( v ) < T (for simplicity we assumed that n is divided by

m).

3. D; < D, always.

4.2. R-index

We use the following R-index measures for comparison between performance of algorithms

A, BandC:
1. RA _ (n—-m)xm
(n—1)Xnx(mT+P)
1
2. B —
[2n/m] (e +7)
3. Rc= =

nX( 2*mxT +P)
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These are the comparisons results:

1. R < R, always.

m-—1

2. R; < R, whenever P X ( ) <T

m+nm-2m?2

3. Rp < R always.
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5. Conclusions and open problems

Based on the Multi-Packet Reception (MPR) technique, that enables nodes in ad hoc
networks to receive messages simultaneously in many channels, we have formalized a new
algorithmic scheduling problem. Given the number of nodes in the network, packet
transmission time, propagation delay time and the number of channels, we derived upper
and lower bounds for two indices: maximum delay between updates over all pairs of
nodes and the minimum update rate over all pairs of nodes. We proposed three multi-
channel TDMA MAC algorithms for broadcasting of periodic messages and analysed their
performance. We also showed the conditions whenever multi-channel achieves better
performances than a single (wideband) channel. In general as the propagation delay time
increases the multi-channel algorithms achieve better performance than the single channel.
We showed that each one of the algorithms performs better with respect to the different
indices and traffic assumptions.

In this work we focused on full mesh topology. Other topologies such as multi-hop
networks might also be considered. We also assumed homogeneous networks which means
that each node has the same weight for transmitting and receiving. Heterogeneous networks
with weights (edges or nodes) might be considered. It might also be intresting to extend this

work by evaluating the influence of a packet loss on the various algorithms.
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Abstract  Many Ad-hoc networks for military and public
safety environments are characterized by: large mmber of
nodes in the same area (tha: means that frequency spatial
reuse is less applicable), crucial situation awareness (which
implies perindically frequent location updates, mission sta-
tus, etc.), or high propagation delay (forexample, acoustic or
arbome networks). In order to support such networks, an
efficient medium access control broadcast protocal is
essential, Obviously, using one shared channel withonly one
packet reception at a time is notscalable and therefore multi-
pecket reception technigues zre more suitable. Recent
technological developments (patent pending) enable nodes
toreceive messages simultmeously in many, even hundreds
of channels. In this paper we study the impact of the new
multi packet reception capabilitizs. In order to compute close
upper and lower bounds on the maximum delay, weconsider
the best scenario that is, the simple case of full mesh. We then
propose algorithms that achizve a close to the best possible
maximum delay between updates over all pairs of nodes.
This is done by providing close upper and lower bounds on
the maximum dzlay and giving simple algoritms that meet
the apper bound. For theoretical completeness we study
bounds for all possible relztions between the mumber of
nodes and the namber of channels.
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1 Introduction

One of he major applications in military and public
wireless safety networks is situstion awareness (SA). SA
allows each node to be aware of the location of other nodes
in the same zone. Theory of situation awareness in
dynamic systems can be found in [&]. SA zpplications
generate periodical messages which are broadcasted to all
nodes in the network. The percdical messages are gener-
ated in a very high rate, so itcan be assumed tha each node
always has a packet to transmit.

We refer to networks, such zs airplane control [15] or
emergency delection in which SA is crucial. To support
updated SA information, frequent messages ae sent, so
naturally, TDMA schemes ae usually chosen. In SA
applicaticns, one of the most important performence
parameters is the delay between two consecutive updates.
Since the messages are gereraed and transmitied periodi-
cally, reliability is less relevant.

In this paper we study algorithms for the MAC protecol,
designed for the SA application. The algorithms aim to
minimize the maximum delay between two consequent
updates of any pair of nodes.

1.1 MAC protocols

MAC protocols can be roughly divided into two main
categories: contention based protocols and conention free
protocols. A detailed survey of contention based protocols

&) Springer
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can be found in [7, 11]. Contention based protocols are not
suitable for high load networks.

The most popular contention free MAC protocols
combine TDMA, FDMA and CDMA. Standard TDMA
protocols for broadcast purposes usually assume reception
of one packet at a time, and usually assume that the
influence of the propagation delay is negligible. (See for
example: [1], and [6]).

1.2 Multi-channel MAC protocols

Multi-channel MAC protocols usually assume that only
one packet can be received at a given time. It is assumed
that a node has a tunable radio allowing it to listen or
transmit on one channel at a time. To ensure high con-
nectivity, all nodes tune their radio to the same channel.
But as a result the node density increases, and therefore the
available bandwidth per node decreases. To overcome this
problem the nodes are usually divided into clusters. Each
cluster is then allocated a dedicated channel that can be
reused by further clusters. The bandwidth allocated to each
cluster can be relatively high, but the transmission rate of
messages between clusters is very low. A survey of clos-
tering schemes is described in [16]. Most of the Multi-
channel MAC protocols are dedicated to unicast messages
and are based on IEEE 802.11. A survey can be found in
[5]. The solution proposed in [5] suggests equipping each
node with an IEEE 802.11 radio interface (with small
bandwidth). Therefore, there is a need for dynamic channel
assignment between the transmitting node and the receiv-
ing node.

1.3 Multi-channel MAC protocols with MPR

With the advent of sophisticated signal processing tech-
niques, it is possible to achieve multi-packet reception
(MPE) simultaneously in different channels. The potential
improvement of network’s performance by using MPR is
shown in [10, 13].

In this paper we assume MPR capabilities, that is, more
than one message can be received simultaneously. We also
assume half duplex nodes, that is a node can not receive
and transmit at the same time. Same assumptions were
made for example, in [3, 10] and [13]. The GAFT protocal
for example [3] and the protocol suggested in [ 14] assume
similar assumptions. These protocols were designed for
unicast messages. In [2] they further assume the ability to
receive messages during transmission in different channels,
which is technically harder to achieve.

COMB protocol [9] divide the space into hexagonal
cells. Each cell is allocated a code, that is combined of
twelve orthogonal CDMA codes. The codes are spatially
reused between cells that are far enough from each other

) Springer

(separated by at least three cells). The intra-cell protocol,
SOTDMA [12], uses the cell’s code. The drawback of this
protocol is the different density of the various cells.

In CDMA schemes for cellular networks, only the base
station has MPR capabilities, and these capabilities rely on
adaptive power control. Furthermore, the number of
simultaneous receptions is limited. This makes it less
suitable for ad-hoc networks, as ad-hoc networks are many-
to-many communication networks.

Mew techmology (patent pending) enables nodes to
receive messages simultaneously in many, even hundreds
of channels. Based on this technology, we propose proto-
cols that use this new capability to achieve a close to the
best possible maximum delay between updates over all
pairs of nodes. This is done by providing close upper and
lower bounds on the maximum delay and giving simple
algorithms that meet the upper bound.

1.4 Single wide band channel versus multiple channels

Given the range of the available frequencies, the entire
range can be used as a wide band channel or as a single
super-channel. There are three main reasons to use multiple
channels.

—  Usually, the available spectrum is not continuous so it
is divided to sub-channels by its nature.

— The expense of the power amplifier at each node is
proportional to the bandwidth of the channel and
therefore a wider channel means more expensive
equipment at each node.

- As the propagation delay does not depend on the width
of the chamnel, multd-channel architectures suffer less
from high propagation delay. Therefore, in networks
that operate in a high propagation delay environment,
like airborne or acoustic networks, multi-channel can
increase the performance.

1.5 Our results

In this paper we prove an upper bound for the maximum
delay between two consecutive updates over all pairs of
nodes. Let n be the number of nodes, and m be the number
of channels, we show that: The maximum delay is less or
equal 2[nfm](|lgm| + 1). We further show that ifn < m®
then the delay is less or equal 2[/n], and if n = m" then
the delay is less or equal 2[n/m). Furthermore, in each one
of the cases, there exist a linear time algorithm that pro-
duces a schedule of size at most the upper bound stated.

We also prove two lower bounds of the maximum delay,
that is, the maximum delay is higher or equal both [2n/m|
and [lgn].
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We then present 3 algorithms that create scheduling
cycle with a maximum delay lower or equal the upper
bound. Where in the case of n = m” the upper and lower
bounds coincide.

We proceed as follows. In Sect. 2 we describe the model
and basic assumptions. The algorithmic problem is for-
malized in Sect. 3. The scheduling algorithms are pre-
sented, analyzed and compared in Sect. 4. In Sect. 5 we
illustrate the algorithms with some examples. In Sect. 6 we
compute the optimal number of channels and characterize
when the multi-channel model achieves a better perfor-
mance than the one super channel model. We then con-
clode in Sect. 7.

2 Model description

We assume a full mesh MANET with frequent status
updates. The network consists of » homogeneous nodes
and can support multiple packets reception (in different
channels). All channels are accessible to all nodes. The
nodes communicate by sending periodical equal length
packets. The system restrictions are as follows.

(a) A node cannot transmit and receive at the same time
(half duplex transmitters).

(b) A node cannot transmit on more than one channel at

the same time.

If more than one node transmits in the same channel

at the same time, the packets collide.

ic)

In this paper we do not consider the effect of multiple
access interference caused by imperfect orthogonality of
chamnels. We also do not consider guard band between any
two channels. The nodes are synchronized time wise. The
number of channels used might change dynamically
according to the topology conditon.

We use the following notation.

- N={1,...,n} denotes the set of nodes.

- M=1{1,...,m} denotes the set of availahle channels.

— p is the maximum propagation delay between two
neighboring nodes in the network.

~ 1 is the transmission time in a single super-channel.

The size of a ime-slot is therefore mr + p. Itis easy to
show that the ransmission rate is m/(mr + p). Therefore, as
long as p is not negligible, the transmission rate is an
increasing function of m.

3 The algorithmic problem

Given N and M, we are interested to design a periodical
transmission strategy (namely, a periodical schedule). This

means that every i € N is provided with a finite increasing
time-slot sequence 1},. . ., 1‘;“. Letd = mx;!‘}q be the sche-
dule length of the sequence. The time slots when i can
transmit are

Ao

sl +d, o +ds

MNote that the parameter d depends on the transmission
strategy, but it is the same for all nodes. A reception is
considered successful if the receiving node is idle during
the time-slot of the ransmission. Hence we have the fol-
lowing requirement.
(R1) For every (i,j) € N x N there will be an *(i, j)-
transmission™ time slot, when i transmits and j does not
transmit.

Then, since the transmission schedule is periodical, for any
(i,j) € N x N we have that 4 is an upper bound on the
“(i, j)delay”—the mumber of time slots between two
consecutive (i, jl-ransmissions. Moreover, if for some
(i, jy there is only one (i, j)-transmission time slot, then
d equals the (i, j)-delay; again, since the transmission is
periodical, then w.l.o.g. we may assume that this is the
case.

In addition, since the number of chamnnels is bounded by
m, we require that

(R2) At most s nodes can wansmit simultaneously at the
same time slot.

The discussion above maotivates the following definition,

Definition 1 A schedule & of N is a sequence of subsets
of N such that the following holds.

(R1) The union of the sets in & is N.
& is an m-schedule if the following holds.
(R2) All the sets in & have size at most m.

The lengih d of a schedule & is the length of &, namely,
d=|8.

In Tahble 1 we illustrate a schedule & in a table format.
Each row comesponds to a different chamnnel, and each
column comesponds to a different time-slot.

We thus consider the following algorithmic problem:

Given a set N = {1,...,n}
of nodes and an integer m (the
mumber of channels), find an m-
schedule § of N of minimum size
(delay).

One can further observe, that the order of the sets in a
schedule & is imelevant for requirements (R1) and (R2);
namely, any permutation of an m-schedule & is also an

€} Springer
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Table 1 An example of an m-schedule § for N = {1, 2, 3,4, 5, 6}
and m=3

ch, 1 4 1 3 1 2
chy 2 5 2 5 3 4
chy 3 6 4 6 5 ;

m-schedule. This motivates the following definition, which
without the restriction (R2), is the case k = 1 of k-resilient
families considered in [4].

Definition 2 We say that a set-family F on a groundset
N is resiliens if for any (u,v) € N x N with u # v, there is
§e F with v = §and v € 5. We say that JF is an m-family
if 151 = m for all § € F. For positive integers m, n, let
pln, m) denote the minimum size of a resilient m-family on
a groundset of n elements.

Now we see that our problem is reduced to the following
optimization problem.

Minimum Resilient m-Family
Given positive integers n, m find a
minimum size resilient m-family on
N={1,...,n}

We mnote that the problem of determining the
parameter gin, m) and efficiently computing an optimal
(minimum size) resilient m-family is of independent
interest in Combinatorics, and it may have many other
applicaions (e.g.. in other network scheduling problems).
In the mext section we will consider this important
problem.

4 Bounds and algorithms

In this section we provide close upper and lower bounds on
Pl m).

The upper bounds are proved by providing algorithms
that compute a resilient m-family within the stated upper
bound. Our algorithms are efficient, and mn in linear
time. These results are summarized in the following
theorem.

Theorem 1

(@) pln,m) <2[n/m](|lgm| +1).
(i) pin, m) <2[\/n]
(i) pin, m) <2 n/m]

Furthermore, in each one of the cases, there exist a linear
time algorithin that produces a resilient family of size at
most the upper bound stared.

if n < m.
2

ifn=m-.

&) springer

Mote that bound (iii) is always better than bounds (i) and
(i), but it applies only in the range n = mi; this is usually
the case in practical problems. In the case n < m*, bound
(i) is usually better than bound (i) for very large values of
M, Say M > 2%, The reason for that is that although
asymptotically Iz m < /m, for small values of m we have
NI [lgem | + 1. For example, form = 2% = 64, we have
ym=8and [lgm]+1=8

However, for large values of m, bound (i) is better than
bound (ii), unless (m/ Igm}lzgn < m®. We will illustrate
this in more details in Sect. 5.

In addition, to indicate that owr algorithms are
either optimal or close to being optimal, we provide lower
bounds on p(n, m) that almost match our upper bounds.
These results are summarized in the following theorem.

Theorem 2 For any positive integers n = m > 2 the
Sfollowing holds.

(i) pin,m)=[2nfm).
(i) p(n,m)=lgn].
MNote that for the most important “practical” case
n = m" our upper bound 2[n/m] and our lower bound
[2n/m] almost coincide, hence our algorithm is almost
optimal in this case. [n the other cases. our upper and lower
bounds on p(n, m) coincide up to an O(lgm) factor. We
will elaborate on this in more details in Sect. 5.
Theorems 1 and 2 are proved in the following two
sections, 4.1 and 4.2, respectively.

4.1 Upper bounds and algorithms (Theorem 1)

The following statement is easily verified.

Lemma 3 Fori=1,...q, lert F; be aresilient family on
Ni. Then UL, F; is a vesilient family on UL, N; Thus
pln,m) = 3L pln,m) for any positive iniegers
By, B With 300, 0= n.

The three parts of Theorem 1 are proved in the fol-
lowing three lemmas, respectively.
Lemma 4 Let d be an integer such that P! < . Then
pln,m) <2d- [n/29]. In particular, ford = |lgm| + 1 we
obtain that

pln,m) <2(llgm] +1) - [nf2tem1]
<2(|lgm] +1) - [nfm].

Progf 1 Let N be a groundset of n elements. We first
prove the statement for the case n < 2%, by constructing
in this case a resilient m-family F of size |F| <24 as
follows.
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Procedure 1

1. Let @ be a cube of dimension d
with vertices in {—1,1}%. Dis-
tribute the members of V in
the 2% unit cells of Q [(unit
subcubes of @@ with vertices in
{=1,0,1}¢}, at most one mem-
ber in each cell.

2. Every hyperplane z; = 0 cuts
V' into two sets SI,S! of size
291 < m oeach. Let F =

UL, {8, 87}

Clearly, | F| = 24. Since any two cells are separated by
some hyperplane x; = 0, JF is a resilient family.
For n = m arbitrary JF is defines as follows.

Algorithm 1

1. Partition N into [n/2%] sets of
size at most 2% each.

2. For each part N' as a ground-
set, use Procedure 1 fo com-
pute a resilient 29 family F'
of size |F'| < 2d. Let F be the
uniion of these families.

By the definition, |F| < 24 - [n/29]. By Lemma 3, F is
a resilient family. O
Lemma 5 [fn < m® then p(n,m) <2/

Proaf 2 We prove the lemma by constructing a resilient
family F of size | F] <2[/n] as follows.

Algorithm 2

1. Let Q be an [yn | = [y/n | ma-
triz. Disiribule the members aof
N in the cells of Q, al most one
member in each cell.

2 Let F be the family of sels
formed by the (non-empty) rows
and columns of Q.

Clearly, | F| £2[\/n]. Also, |§] < /n<mforall § € F,
hence F is an m-family. Since every entry of ( is mmiquely
determined by its coordinates, F is a resilient family on
N. O

Lemma 6 [fn = m" then p(n,m)<2[nim].

Proof 3 We prove the lemma by constructing a resilient
family F of size |F| = 2[n/m]| as follows.

Algorithm 3

1. Partition N info [n,-'m.z] sets of
size at most m? each,

2, For each part N' as a ground-
set, use Algorithm 2 fo com-
pute a resilient m-family F' of
size | F| < 2 [,,fwﬂ < 2m.
Let F be the union of these fam-
ilies.

By the definition, |F|<[n/m®]-2m<2[nfm]. By
Lemma 3, JF is a resilient family. O

It is not hard to verify that our algorithms can be
implemented to run in linear time.

The proof of Theorem 1 is complete.

4,2 Lower bounds (Theorem 2)

It is easy to see that p(n, m) = [n/m]. This follows from the
observation that if F is a resilient family on N, then the
union of the sets in JF is N. Hence if F is an m-family, then
|Flz [n/m].

Proving the bound p(n, m) = [2n/m] is more icky, and
requires the following observation.

Claim Let F be a resilient family on N and let v € N.
Then either {v} € F or v belongs to at least two sets in F.

Proaf4 Since F is a resilient family on N, thereis § € F
such that v € §. If § = {v] then we are done. Otherwise,
S contains some u € N distinct from v. Since F is a
resilient family on N, there must be § € F such thatv € §
and u & §. Note that & # § (since u € § and u & §'), and
that each of §,5' contains v. Hence v belongs to at least two
sets in JF, as claimed. O

Now we show that p(n,m)=[2n/m]. Let F be a
resilient m-family on N. Let g be the number of singleton
sets (sets of size 1) in . Then, since F is an m-family and
since m > 2, from Claim 4.2 it follows that

[Fl2q + [2(n — q)/m] = [2n/m].

This concludes the proof of the lower bound pin, m)
= [2nfm].

Finally, we prove that p(n, m) = [lg ). Let us say that a
set-family on N is weakly resilient if for any pair {u,v} C
N withuw # v, there is § € F suchthat [{w.v} NSl = 1. Let
p'(n, m) denote the minimum size of a weakly resilient m-
family on a groundset of # elements. From the definiions it
follows that any resilient family is weakly resilient (but the
inverse is not true in general), and that p'(n, m) 5 a
decreasing function of m. Hence
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pin,m) = p*(n,m) = p*(n,oc). We will prove that p*(n,
oc) = [lgn].

Let F be a weakly resilient family on N. Let §,,..., 8,
be an ordering of 7. Define an auxiliary hinary rooted tree
T with h + 1 levels as follows, where each node a € T
represents a subset $(a) of N. The oot of T represents
N and has level (. Any other level i is defined inductively
by the set §; as follows. If a is a node at level i — 1, then
the right child of a represents the set S{a) M §;, and the left
child of A represents the set §{a) \\ 5. Since F is weakly
resilient, for every v € N there is a leaf a of T such that
Sla) = {v]). Thus T has atleast # = n leaves. As any binary
tree with # leaves has height at least [lg #] + 1, this implies
h+1z=[lgn] + 1, as claimed.

5 Examples and discussion

Let us now consider some examples of practical values of
m, n. Suppose thatn = o* m for some o > 1 (a may not be
integer). Then nim = 11,.'mdthe conditionn > m® becomes
o = m. Consequently, we get the following bounds from
Theorem 1.

@ pln,m) <2fn/m](|lgm| + 1) = 2[o*](|Igm] +1)
(i) p(n,m) <2[v/n] = 2[ay/m] if o < m.
(i) pin,m)<2[nfm] = 2[2% if 2 = m.

Example 1 The following example illustrates that in most
practical cases, the third and the second bounds in Theorem 1
are the relevant ones. Let m = 64, Note that then lgm =7
and +/m = 8. We get the following bounds from Theorem 1,

() plnm)<2[o]([lgm] +1) = 16[=7].
(i) pln,m) <2[ay/m] < 16[2] if » < 8
(i) pin,m)<2[2] ifa = 8.

Ome can now see that for m = 64, bound (ii) is strictly
better than bound (i). Whether bound (ii) or (iii) applies
depends on the value of x Note also that for « = 8 both
bounds coincide.

Example 2 The following example illustrates that theo-
retically, for large values of m, the first bound in Theorem 1
can be better than the second bound. Let m = 2'% Note
that then lgm = 10 and /m = 2% =32, We get the fol-
lowing bounds from Theorem 1.

@ plnm)<2[o?]|([1gm] +1) = 22[].
(i) pln,m) <2[oy/m] < 64[x] if & < 32,
(i) p(n,m)<2[] if & = 32,
One can see that here bound (i) is strictly better than

bound (ii) when o < 64/22, This case however can rarely
appear in practical problems.
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Summary The above two examples illostrate that in most
practical problems, in Theorem 1 the relevant bounds are
(it} and (ii).

Example illustrating Algorithms 2 The following simple
example illustrates Algorithm 2, Note that a simple way to
obtain an m-schedule in Algorithm 2 is after computing a
cobic matrix (@ as in the algorithm, to compute the trans-
pose matrix QFDf (), and “ghiing” @ and Q?; see Tables 2,
3, and 4 for illustration, where N = {1,.. 8} and m = 3.

Example illusrrating Algorithms 3 The following simple
example illustrates Algorithm 3. Let N = {1,..., 18} and
m = 3. Then, at the first step of the al gorithm we partition the
set of nodes into two setss Ny = {1,...,9} and N> =
{10,...,18}. We apply Algorithm 2 on each set, and then
unify the two outputs. The resulting schedule is shown in
Tahle 5.

& The optimal number of channels

In this section we address the following question.

Minimum Delay

Given: The number n of nodes, the
packet transmission time £, and the
propagation delay p.

Find: The number of channels m
such that the delay is minimized.

We separate the discussion to two different ranges:
(m{lgm) <n<m®and n = m". Note that the range where

Table 2 The matrix (¢ formed in the first step of Algorithm 2; here
n=H8andm =73

| 4 7
2 5

3 )

Table 3 The matrix (7

| 2 3
4 5

Table 4 The 3-schedule § fm:F“W'd by Algorithm 2 is obtained by
“glaing™ the matrices @ and

chy 1 -+ 7 | 2 3
chy 2 5 B 4 5 ]
cha 3 6 7
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Table 5 An exsmple of a 3-schedule & computed by Algorithm 3 n= 18, m= 3

chy 1 4 7 1 2 3 10 13 16 10 11 12
chy 2 5 & 4 5 3 11 14 17 13 14 15
chy 3 6 9 7 8 9 12 15 18 16 17 18

{mm/ 1gm)* > n is not practical, as explained in Example 2
in Sect. 5.

The range (m/lgm)*<n<m? In Theorem 1{ii) we
proved that if n < m” then p{n,m) <2[/1]. We showed
that Algorithm 2 satisfies this bound. The delay (time wise)
of Algorithm 2 is then an order of (mr + p) x 2[/n]. That
is, the delay is an increasing function of m. The minimum
delay is thus achieved for the minimum value of m that is,
m=[/n].

The delay in one super channel is n(i + p). Therefore,
Multi-channel with [\/n] channels achieves lower delay
than one super channel whenever p > r;r";ﬂx

The range n = m* In Thearem Liiii) we proved that if
n = m® then p(n,m)<2[nfm]. In this case the solution
constructed by Algorithm 3 has delay 2[n/m]|(mt +p).
That is, the delay is a decreasing function of m. Therefore,
the minimum delay is achieved when m is maximized that
is, m = |,/n|. Consequently, Multi-channel with |/n]
channels achieves lower delay than one super channel
whenever p > F;ﬁ";]‘

Summary We can conclude that in the practical range,
that is, (m/lgm)®<n, if p= e
delay is achieved by using /i channels. If the propagation
delay is lower than that, the one super channel achieves
lower delay than amy multi chanmel algorithm.

then the minimum

7 Conclusions

Based on a new technology (patent pending), that enables
nodes to receive messages simultanecusly in many chan-
nels, we have formalized a new algorithmic scheduling
problem. Given the number of nodes in the network and the
number of channels, we derived close to tight upper and
lower bounds. We proposed three multi-channel TDMA
MAC algorithms for broadcasting of periodical messages
and analyzed their performance. The three algorithms
achieve a close to the best possible maximum delay
between updates over all pairs of nodes. We then compared
the delay between multi-channel and a single super chan-
nel. Our conclusion is that in all practical implementations,
ifp = n_‘"; =then multi channel achieves lower delay thana

single channel, and the lowest delay is achieved when the

number of channels is the square root of the number of
nodes.
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