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1 Introduction

We study nonlinear hyperbolic equations that are subject to oscillatory initial
data. The weak limit of the solution to such problems is characterized by the
corresponding homogenized equations. Since the effect of homogenization is av-
eraging with respect to the oscillatory variable, the usual description of the ho-
mogenized weak limit involves the introduction of a new independent variable.
For instance, if the problem takes the form

H(t,x,0,Vx)u=0 ., u(x,0)=u’x,x/e), (1.1)

where x € RY, u = u(x,t) € R™, ‘H is the nonlinear hyperbolic operator and
u’(x,x/e) is the oscillatory initial data with u’(x,y) being a function of x and
y € T T? is the d-dimensional unit torus, then the usual description of the
homogenized weak limit is

u(xt) = Ulxt) = [ Ulcy.t)dy .

e—0

where U(x,y,t) is the solution of the homogenized problem
H(txy,0,Vx [dy)U=0 | Uly.0) =u'(xy). (12

Namely, in order to describe the weak limit U of u — both are functions only of
x and ¢, we are forced to introduce a new independent variable, y, that encodes
the nature of the oscillations, and a corresponding continuum of new unknown
functions, U(x,y,1).

The question which we address here is the following: is the introduction of the
new independent variable essential? In other words, can we find an alternative
description of the weak limit U(x, t) that is finite dimensional in the sense that it
employs only a finite number of additional unknown functions? This question may
be formulated precisely in the following manner: can we find a finite number of
unknown functions, z(x,t) = (21(x,1),..., z.(x,t)), n > m (m being the original
number of unknowns), which take the typical form

zi(x,t) = /Td fi(U(x,y,t))dy 1<i<n, (1.3)

where f;(U) = U; for 1 <1 < m (so that (21, ..., 2,) = U) such that z satisfies a
closed system of equations,

~

H(t,x,0,Vx)z=0 , 2z(x,0)= /Td f;(W°(x,y))dy 1<i<n? (14)

(throughout this paper, bold faced regular mode letters denote vectors while the
corresponding indexed letters denote their components). The vector z, if exists,
is referred to as a finite closure of U.

There are several reasons why this question is interesting;:



e First, in the context of semilinear hyperbolic equations there are certain
exceptional cases where such a finite closure exists. However, those excep-
tional cases do not include any of the physically interesting Boltzmann type
equations. In Section 3 we study those equations in order to derive neces-
sary conditions, as well as sufficient conditions, for the existence of a finite
closure.

e In the context of the quasilinear equations of fluid dynamics, McLaughlin et
al. derived effective equations for the weak limit of oscillatory solutions to
Euler equations [5]. Using asymptotic methods, they arrived at a seemingly
finite closure consisting of six unknown functions, but they were unable to
prove that this augmented system is indeed satisfied by the weak homoge-
nized limit. Moreover, their system was not a genuinely finite dimensional
closure, as it involved coefficients that were determined by external evolu-
tion equations that depended on the periodic variable y. Hence, there is a
will to have a finite closure in this context, but such a finite closure was
never found. The question about the existence of such remains.

e The question about the existence of finite closures is interesting also from a
computational point of view. Solutions of certain equations are sometimes
approximated by obtaining equations for certain moments, as in (1.3), and
then truncating those equations in order to obtain a closed system of equa-
tions [1, 4]. In view of such closure methods, it is natural to ask whether
an ezact closure may be obtained by a clever choice of moment functions.

We consider here two types of problems: semilinear hyperbolic systems of
Boltzmann type and quasilinear equations of fluid dynamics. We show that the
answer to the above question for those types of problems is, in general, negative.
Our analysis, in both contexts, is based on some fundamental principles which
we present in Section 2. Those principles are interesting for their own sake and
are much more general than the questions which they help to answer in the
subsequent sections.

In Section 3 we deal with semilinear hyperbolic equations. We start in Section
3.1 with the simple ordinary differential equation u; — p(u) = 0. We characterize
the set of functions p(u) for which the corresponding initial value problem with
oscillatory initial datum has a finite closure. That set does not include p(u) = —u?
that corresponds to the so-called Riccati equation. In Section 3.2 we consider the
generalized Carleman model of the discrete Boltzmann equations; this model is
similar to the classical Carleman model but it has a general collision matrix.
We show that for almost all collision matrices (and, in particular, the one which
corresponds to the classical Carleman model) there is no finite closure. For the
complement set of collision matrices (which is of zero measure) a finite closure does
exist: two additional unknowns may be added to the original two components
of the homogenized limit so that the resulting 4-dimensional vector satisfies a
closed system of PDEs that are independent of the oscillatory variable. Finally,
in Section 3.3, we extend our discussion to a general 1D model of the Boltzmann
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equations. We first characterize the weak limit of such equations, Theorem 3.4,
thus extending previous results for particular cases such as the Broadwell model.
Then, we derive a necessary condition for the existence of a finite closure, Theorem
3.5: if at least one of the equations has a self nonlinear term, then there is no finite
closure. The usual physical models fail to satisfy this condition and, consequently,
they do not posses a finite closure. Proposition 3.1 provides a sufficient condition
for the existence of a finite closure. This sufficient condition is stricter than the
necessary condition, hence it remains to deal with the intermediate set of collision
matrices. It is not clear whether there is a finite closure for systems having such
collision matrices; however, we show that if it does exist, it must take a more
general form than simple moments as in (1.3).

In Section 4 we extend our discussion to equations of fluid dynamics. We
concentrate on the Euler equations for three-dimensional inviscid incompressible
flows and, using different principles from those used for the semilinear equations,
we prove the non-existence of a finite closure in this context as well.

2 Fundamental principles

Our main results in this section are Theorems 2.1-2.3 that play a central role in
the non-existence proofs in the subsequent sections.

We start with a basic lemma which is used in proving both Theorems 2.1 and
2.2 and is interesting for its own sake:

Lemma 2.1 Let fi(z), 1 < k < n, be locally linearly independent on Q2 C R;
i.e., Yor_y cefr(x) vanishes on an Q-subset of positive measure only if ¢ = 0,
1<k<n. Then

V(w1 .y ) = det(fi(x5))i =1 # 0 a.e. in Q" . (2.1)

Proof. By induction: if n = 1 then indeed V(z) = fi(x) # 0 a.e. in Q by local
linear independence. Assume that

V(21,0 ¥pq) 0  in Q"I\N (2.2)

where N is of zero measure in Q" 1. Fix (x1,...,7,_1) € Q"1 \ A and consider

n

V(zy, .y @y, ) = Z cxfr(x) . (2.3)

k=1

Since ¢, = V (21, ...,x,_1) # 0, the sum in (2.3) is a nontrivial linear combination
of { fe(2)}1<k<n. Therefore, by the local linear independence, V(x1, ..., x,_1,2) #
0 for all z € Q\ M where M is of zero measure in Q. This proves that
V(x1,...,x,) # 0 whenever (z1,...,2,.1) € Q" '\ N and z, € Q\ M (where
M depends on (1, ...,2,_1)). Hence, since N” and M are null sets in Q"' and
Q, respectively, we conclude that V' # 0 a.e. in 2". O

4



Example. If fi(z) = 2*71, 1 < k < n, we get that V(xy, ..., z,) = det(mé-_l)gszl #
0 a.e. in R™. Indeed, this is just the Vandermonde determinant which is nonzero
everywhere in R™ apart from the null set of points where [];-;(z; — ;) = 0.

Corollary 2.1 Assume that the assumptions of Lemma 2.1 hold and that m > n.
For each point x = (x1, ..., ) € Q™, let

fr.(x) = (fe(@1)s s fr(@m)) - (2.4)

Let N be the set of points x € Q™ for which the n vectors {fx(X)}1<k<n are
linearly dependent in R™. Then N is of zero measure in Q™.

Proof. We can find m — n additional functions, fx(z), n < k < m, such that
{fx(z)}1<k<m are locally linearly independent in 2. By Lemma 2.1,

V(21 ., o) = det(fi(25))i%2; #0  ae in Q™.

Hence, for almost every x € Q™ the m vectors fi(x), 1 < k < m, are linearly
independent and, consequently, so are the first n vectors. O

Theorem 2.1 Let fy(z) € CY(R), 1 < k < n, be such that {f/.(x)}1<p<n are
locally linearly independent. For a given function a(y) € L0, 1], let P, denote
the following vector in R",

Poi= ([ dtat)dy)

and let
A:={P, : aecL>®0,1]}.

Assume that G : R™ — R is a Lipschitz continuous function that vanishes in A,
namely,

G(P,) =0 VYaeL®,1].

Then all its first order derivatives, O,G, 1 < k < n, exist in A and equal zero
there.

Proof. We first assume that G is a C'-smooth function. In order to show that
0,G =0 in A, we show that 9,G = 0 in

B:={P, : a€S}, (2.5)

where



N being the null set such that the n vectors

fi'(x) = (fi(z1), - fi(zm))  1<k<n

are linearly independent whenever x € R™ \ N/ (Corollary 2.1). Since B is dense
in A and 0,G are continuous, it will follow that 0yG vanishes in A, as required.

Let a(y) be a function in S, let m denote its number of steps and let b(y) be
any piecewise constant function with m steps,

3

m

bly) = jébjx[jl L (y) -
Consider the function ¢(t) = G(Pa44). Since g(t) = 0 for all ¢, we conclude that
gﬁ=nwa§@6wa3[ﬂw@wwMy:u 2.7)
Since both a(y) and b(y) are piecewise constant functions,

[ Hay)blo)dy = - 5/@) b

m

where f;'(a) = (f{(a;))7, and b = (b;)7L,. But fi’(a), 1 < i < n, are linearly
independent and, therefore, for every k, 1 < k < n, we can choose b so that
fi'(a) - b = 0 for all i@ # k and f;'(a) - b # 0. This choice of b shows that

OxG(P,) = 0. That concludes the proof in case G is assumed to be C'-smooth.

The proof when G is assumed to be only Lipschitz continuous goes along
the same lines: in (2.7), instead of taking the derivative ¢’'(f = 0) we consider
lim, M. Using the chain rule for differences (rather than derivatives) of
composite functions, the Lipschitz continuity and the same choices for the test
functions b(y), we get that each of the first order derivatives 0yG exists in B and
equal zero there. Since B is dense in A, we conclude that the same holds in A as

well. O

Corollary 2.2 If in Theorem 2.1 we assume that G is real-analytic, then all its
derivatives of any order vanish in A and, consequently, G = 0.

While Theorem 2.1 is necessary in the context of semilinear equations, Section
3, the next two theorems are essential for our results in the case of quasi-linear
equations, Section 4.

Theorem 2.2 Giwven fi(z) € CY(R), 1 < k < n, and an interval I, there exist
two distinct monotonically increasing functions on I, a(-) and b(+), for which

| futaw)dy = [ bndy  1<k<n (28)



Proof. Assume, for the sake of simplicity, that I = [0,1]. We look for the
functions a and b in the class of step functions which take the form

n+1

u(y) = ; UiXpizt () -
Hence, we need to find two distinct vectors in R"™ = R" x R, (a, a) and (b, 3),
for which

n+1

F(a,a) =F(b,5) where F = (Fy,...,F,) and Fy(ui,...;upt1) = Y fuluy) .

(2.9)
First, we assume that {f/(x)}i<k<n are locally linearly independent. Then, by
Lemma 2.1,

det (gi) = det (f,;(aj)):J:1 #0 for almost all (a,a) € R"** . (2.10)
We fix (a, ) to be a vector for which the inequality in (2.10) holds. Then, by the
implicit function theorem, (2.9) defines b as a function of  in a neighborhood
of (a,a). We may now pick § # « in that neighborhood such that (b(53), 5) is
a vector in R"*! different from (a,«), for which (2.9) holds. Finally, we may
rearrange the vectors (a,«) and (b, 3) to be monotonically increasing.

If {f/.(z)}1<k<n are not locally linearly independent, there exists a subset of
those functions, say {f.(z)}1<k<m, m < n, that are locally linearly independent
in some interval €2 and, for m < k < n,

fr(x) =Ck + in: ki fi(2) in Q. (2.11)
=1

Hence, we may find functions a and b for which (2.8) holds for 1 < k < m and
consequently, by (2.11), also for & > m. O

Theorem 2.2 is actually implied by the Hahn-Banach extension theorem. One
of the consequences of that theorem states that given a normed linear space, X,
a sequence of elements {x;} C X, a sequence of scalars {ag, € C} and v > 0 such
that

<~ forall ne N and f,...,3,€C,

n
Z Brau,
k=1

n
Z Brrk
k=1

there exists a continuous linear functional ¢ on X such that ¢(z;) = «ax for all
k € N see [11, Chapter IV, §5, Theorem 2]. To apply this theorem to our case
we take X = Ly(Q), 2 being a bounded interval in R,

fo 1<kE<n
=% g k=n+1 where ¢ L Span{fi,..., f.}
0 k>n+1



oy = 0 for all k # n+1 while a,y = 1 and finally, v = 1/[|g||. Then, there exists
a nonnegative Baire measure dp such that

/fk(t)d,u(t) =0 1<k<n and /g(t)du(t) =1.

Writing dp as a difference of two nonnegative measures, dy = du, — duy,, we get
that

[ Fe0diatt) = [ fids) 1<k <n

while

[ ot)dua(t) # [ g(t)dpatt)

Finally, those two measures are just the Young measures of the functions a = p*
and b =y, '. Those two distinct and monotonically increasing functions satisfy
(2.8).

Theorem 2.3 Let ay, ay be measurable functions on [0,1] and let a}, a’ denote
their monotonically increasing rearrangements. Then if a7 # ab, there exists a
smooth function b such that [ b(ay(y))dy # [y b(as(y))dy.

Proof. Without loss of generality, we assume that a; and ay are monotonic
increasing. For the sake of simplicity, we assume that they are also continuous.

Let R; = [ry, s;] denote the range of a; on [0,1], i« = 1,2. If the two ranges
differ, say Ry \ Ry # (), any 0 < b € C3(R; \ Ry) will yield the desired inequality.
If the two ranges coincide, there must be a subinterval (y;,y.) C [0, 1] on which,
say, a; > ag and a1(y;) = az(y) = oy, a1(y,) = az(y,) = a,.. Here, we take b to
be a smooth approximation of b(a) = a - X[ay,a,](@). O

3 Semilinear hyperbolic equations

3.1 Riccati-type equations
Let u(x,t) be the solution of the Riccati-type equation

Xz

w—pu) =0 , wu(z,0)=a <> : (3.1)

3

where a is a 1-periodic function. The classical Riccati equation corresponds to
p(u) = —u?. The solution to (3.1) is given by

u(e,t) = Pt 4 P(a)) where P(u):= [ p‘gz)
and, when ¢ | 0, it tends in the weak sense to
_ 1
U = [ Ultdy . Ulty) = P+ Pla())) (3:2)
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(here and henceforth, the overbar notation indicates the average with respect to
the periodic variable). Hence, U(t) is an average of a continuum of solutions of
the Riccati-type equation, {U(t,y)}yec0,1)- Our question about an existence of a
finite closure to the homogenized limit takes the following form in this case: can
we introduce a finite number of unknowns,

a) = [ HEy  1<i<n, (3.3

where f; = id so that 2(t) = U(t), such that z(t) = (2(), ..., z,(t)) satisfies a
closed system of ODEs, the form of which does not depend on a(y)?
Note that it suffices to consider systems of the first order,

2l = Fi(t,z) 1<i<n, (3.4)

because all the derivatives of z;(t), (3.3), take a similar form of moments of U (¢, y),
ie.,

0 = [ fir Uy

For the sake of well posedness of the corresponding initial value problem, we must
assume that all F; are continuous with respect to ¢ and Lipschitz continuous with
respect to z. We may assume that {f/}1<;<, are linearly independent, because,

-----

and then write a closed system of ODEs for {z;};c;. Finally, we define
(p) = Span{p; teenr  where py =id and pp=p_,-p Vk>1.

Theorem 3.1 Consider the initial value problem (3.1) whose homogenized weak
limit is given by (3.2). This homogenized limit has a finite closure, (3.3)-(5.4), if
and only if (p) is finite dimensional. Moreover, if dim(p) = n < oo, the minimal
finite closure is of dimension n as well.

Proof. Assume that dim(p) = oo and that there is a closure of a finite dimension
n, (3.4). Then the equality in (3.4) takes the following form when ¢ = 0, in view
of (3.2)—(3.3):

[ et platw)y = F (o, [ faty)ay) 1<i<n where £= (R,

(3.5)
Since f| =1, equality (3.5) reads when ¢ = 1
1 1
G ([ fal)dy. [ furslaly)dy) =0 VacL=0.1].  (36)
where
far1=p=p2 and G(z,2n41) = F1(0,2) — 2,41 . (3.7)
Since 0,,.1G = —1, namely, the first order derivative d,,.1G never vanishes, equal-

ity (3.6) can hold only if f,..., f}, f,1 = Py are linearly dependent, as implied
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by Theorem 2.1. But since the first n functions are linearly independent, we
conclude that

Py € Span{ fi hi<i<n - (3.8)

Assume that pl, = > ¢;f/. Taking the corresponding linear combination of
equations (3.5), we get that

/0 Bhlaly)) - pla(y))dy = >l (0, /0 1 f(a(y))dy> , (3.9)

or, equivalently,

G ([ fat)dy, [ funolu)dy) =0 YaeLp1],  (3.10)
where
foi1 =pep =p3 and G(z, 2,41) Zcz — Znil - (3.11)
Since 0,,11G = —1, we conclude, arguing along the same lines as before, that
ps € Span{ fi hi<i<n - (3.12)

Repeating the above arguments, we arrive at the conclusion that all functions pj,
, k € N, lie in the finite dimensional space Span{f/(z)}1<i<n. That contradicts
our assumption that dim(p) = oc.

Assume next that dim(p) is finite-dimensional, namely, there exists n such
that for all £ > n,

Pe=co+ Y cipi - (3.13)
i=1
It can be easily verified that by taking in (3.3) the same value of n as above and
fi =pi for 1 <i < n, we get that z(t) satisfies the following closed system:

2=z, 1<i<n and 2z, =c™+ ch+1 . (3.14)

Moreover, if the actual dimension of (p) is k < n, the closure system (3.14) may
also be reduced to include k£ equations in & unknowns.

Hence, in the first part of the proof we saw that any closure of the system
must have a dimension greater than or equal to dim(p). In the second part we
saw that when the latter is finite, there is at least one closure having the same
dimension. That concludes the proof. O
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Examples.

1. When p(u) = Cu', the sequence of functions pg(u) is given by pi(u) = u
and py(u) = Const - u*~V7=(=2) for all k > 1. When r = (n — 1)/n for any
value of n € N, p, becomes identically zero for all k& > n + 2. Hence, in
that case a finite closure exists. Another case when a finite closure exists
is r = 1, because then all p, are linear in u. Apart from those two cases,
equation (3.1) with p(u) = Cwu” has no finite closure. This includes the

regular Ricatti equation that corresponds to p(u) = —u?.

2. When p(u) = +C + u?, the sequence pi(u) becomes periodic as p3(u) =

p1(u) = u. Hence, there exists a closure of dimension 2 with z; = U and

2 = p(U).

3.2 The generalized Carleman equations

Consider the generalized Carleman equations
up + u, + au? — pr* =0, (3.15)

vy — vy + 0 —6ut =0, (3.16)

where «, 3,7,0 are nonnegative constants. The classical Carleman equations,
that serve as a simple model for the nonlinear discrete Boltzmann equations,
correspond to « = 3 =~ =9 = 1. Assume that u and v are subject to oscillatory
initial data,

u(w,()):u[)(an,g) : v(a:,O):vo(x,g), (3.17)

where ugy(z,y) and vo(z,y) are smooth, non-negative and 1-periodic with respect
to y. Then the following holds:

Theorem 3.2 Let u = u(z,t) and v = v(x,t) be the solution of (3.15)—(53.17)

and let U = U(x,y,t) and V = V(x,y,t) be the solution of the corresponding
homogenized equations

1
Uy + Uy + al? — 5/ V2(a,y, t)dy =0 | (3.18)
0

1
Vem Vit V2 =0 [ U%a,y.t)dy =0, (3.19)
0

subject to the initial data

U((L’, Y, O) = UO(xv y) ; V(:Ea Y, O) = UO(xa y) . (320)
Then
—t t
‘u(x, t)y—U (x, %, t) —0 and |u(x,t) =V (x, xj,t) —0.
e—0 e—0
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Theorem 3.2 is a special case of Theorem 3.4 which we prove in the next
section. This theorem implies that in the weak W~%*-sense

u(-,t)—\U(-,t):/OlU(-,y,t)dy and v(-,t)AV(-,t):/(]lV(-,y,t)dy

when ¢ | 0 (consult [7, Lemma 2.1]).

A finite closure to the system (3.15)-(3.17) is a collection of n > 2 unknowns,
1

z=(21,.0,2n) , 2i=z(xt)= / fi(U,V)dy 1<i<n, (3.21)
0

where f1(U,V) = U and fo(U,V) =V, so that 2y = U and 2, = V, that satisfy

a closed system of equations,
Oz = Fi(z,t,2,0,2,0%z, ...) 1<i<n, (3.22)

the form of which does not depend on ug(z,y) and vo(z,y). Our main result in
this case is as follows:

Theorem 3.3 The system (3.15)-(3.17) has a finite dimensional closure, (3.21)-
(8.22), if and only if « = v = 0.

Proof. First, if « = v = 0 we may take

21=U, 2=V, 23=0U? and z3=V?,

and find that these four unknown functions of (x,t), the first two of which are
the sought-after weak limits, satisfy a closed system of equations:

atZl + a:z:Zl - 524 =0 >

81522 - 8122 - 523 =0 s
8t23 + 83623 - 25212’4 =0 s
8t24 — 8x24 — 2(5222’3 =0.

Assume next that both a and ~ are nonzero and that a finite closure of
the form (3.21)-(3.22) does exist (later on, we shall prove our statement also
in the case where only one of those two parameters is nonzero). To arrive at
contradiction, it suffices to concentrate on the following initial functions,

uo(w,y) = aly) , wolz,y)=0b, (3.23)

where a(y) is 1-periodic and the constant b is selected so that

y-b*—8-a(y)?=0. (3.24)
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We evaluate the equality (3.22) at time ¢ = 0:

o :/01 fila(y), b)dy = /Olgi(a(y))dy where g;(-) :== fi(-,b) . (3.25)

Zi

Since at t = 0 z; do not depend on x, all of their spatial derivatives are zero at
that time:

k
az Zi

,=0  Vk>1. (3.26)

t=

In order to evaluate 0,z; at t = 0 we first find, using (3.18)—(3.20) and (3.23),
that

Ut)tzo - U, —aU?+ ﬁﬁ\tzo = —a-aly)?+ 8-V, (3.27)
and, in view of (3.24),
Vi|  =Ve— V24002 _ = -8 +5-a(y)’=0. (3.28)
The last two equalities imply that
0| _y = [ la(y) - (~aaly)? + 507)dy (3.29)

Hence, in view of (3.25), (3.26) and (3.29), the equations of (3.22) read as follows
when ¢ = 0:

[ dtatw)- (—aaty?+ p2)ay = £

1

5@y [ gulaly)dy) , (330)

where E(z) = Fi(x,0,2,0,0,...) (z is viewed here as a parameter).

The proof from this point on goes along the lines of the proof of Theorem 3.1
and, therefore, we shall outline it briefly: Since g; = id, (3.30) reads as follows
fori =1,

1

Al(—aaw)%ﬁbz)dyzﬁl (/O gl(a(y))dy,...,/Olgn(a(y))dy> . (331

As in the proof of Theorem 3.1, we may assume that the functions {¢;}1<;<n
are linearly independent. Hence, since a(y) is an arbitrary L>°[0, 1]-function, we
conclude by (3.31) that

(—ag? + Bb*)" € Span{g;(€) h<izn ,

or, equivalently, since o # 0,

¢ € Span{g;(§) h<i<n - (3.32)

Consequently, using (3.32) and induction, we arrive at the absurd conclusion that
&' € Span{g;(&)h<i<n Vie N . (3.33)
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Finally, we handle the case where v # 0 and v = 0. In the previous case, we
chose the initial data to be as in (3.23)+(3.24) in order to have

V| =0, (3.34)

t=0

We can not make this choice in this case since v = 0. However, we can still
arrange for (3.34) to hold by taking

up(z,y) = aly) and vo(z,y) = —0-a(y)®-z. (3.35)

With this choice, the initial values of U; and V; are:

Ut‘ :—a'a(y)2+ﬁ-(5~m-x)2 and Vt‘ =0,

t=0 t=0

and, hence, we may proceed with the proof as before. O

3.3 A general model for the 1D discrete Boltzmann equa-
tions

In the Carleman model it is assumed that all particles move in the z-direction
with velocities +1. In the Broadwell model, the possible velocities of the particles
are £1 or 0. Letting u, v, w denote the density numbers of particles with velocity
1,—1,0, respectively, we obtain the following equations, [2]:

Uy + Uy +uv —w? =0, (3.36)
v — Uy +uw —w? =0, (3.37)
w; —uv +w? =0 . (3.38)

We would like to consider here a general 1D setting that includes both the Car-
leman and the Broadwell models. Assume that all particles are moving in the
z-direction with velocities that may take one of the values {¢;}1<i<m. Denoting
the corresponding density numbers by u; = u;(x,t), the resulting equations will
be of the form

Opu; + ¢;0pu; = Q'(u) (3.39)

where u = (uy, ..., uy,) and Q'(u) = u-Q'u, Q' being a symmetric collision matrix
8].

We would like to derive the homogenized equations that describe the weak
limit of solutions of (3.39) which are subject to oscillatory initial data. To this
end, we define the following:

Definition 3.1 Let a = (aq, ..., an) be a vector in R™. Then:
(D1) M(a) denotes the Z-module of vectors in Z™ that are orthogonal to a, i.e.,

/\/l(a) = {(k’l, ...,km) ezZm . Zk‘zaz = 0} ;
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(D2) Mz (a) denotes the R-subspace of R™ spanned by the vectors of M(a) and
Mg (a)* is its orthogonal complement in R™;

(D3) PMxg(a)t is the projection modulo 1 of Mg(a)t on the m-dimensional
unit torus T™.

Since Mz (a) has a base of vectors in 2™, so does Mg (a)*. Let {v‘} << C
Z™ be such a base. Then the projection modulo 1 of Mg(a)- on the m-
dimensional unit torus 7™ is:

k
PMg(a)t = {Z sevi © s =(s1,...,51) € Tk} )
=1

Next, let ¢ = (cy, ..., ¢,,) denote the vector of velocities and let ¢’ be defined as
follows, '
= (¢ —C1,C —Coyeuny G — Cp) (3.40)

In Theorem 3.4 below, a main role is reserved for the manifolds PMz(c?)t,

1 <i<m. Welet k' denote the dimension of PMg(c')* and {v**},<scps denote
the corresponding base, i.e.,

PMz(c)t = {zi(s) = svi 1 s =(s1,...,80) € T’“l} : (3.41)
=1

With these definitions and notations, we may state the following generalization
of Theorem 3.2 and [3, Theorem 2.1]:

Theorem 3.4 Let u = u(z,t) be the solution of (3.39) subject to the oscillatory

initial data
x

u(z,0) = u’(z, g) : (3.42)

where u°(x,y) is smooth, non-negative and I1-periodic in y. Let U = U(x,y,t),
U = (Uy,...,Uy), be the solution of the corresponding homogenized equations

0U; + ¢;0,U; = /Tkz Q'(w")ds where wj- =Uj(z,y + Z;-(S),t) 1<j<m,

(3.43)
U(z,y,0) =u’(z,y) , (3.44)
where k' and z'(s) are as in (3.41). Then
m T —ct
E(z,t) := ) |ui(x,t) = U; (x, . ,t)’ <v(e) —0>0 . (3.45)

=1

Remarks.

1. We assume that both (3.39)+(3.42) and (3.43)+(3.44) have a smooth and
bounded solution up to some time 7. Under this assumption, (3.45) holds
forall t <T.

15



2. The order of magnitude of v(e) depends on ¢;, 1 < i < m; more specifically,
it depends on some measure of their linear dependence over the integers.
When ¢; are all rational it turns out that v(e) = O(e). In general, v(e) >
O(e). The reader is referred to [10] for more details.

Proof. Integrating (3.39) along the characteristic curve

Ci={(zi(r),7) : 0<7<t, wherex;(1) =x—c¢;(t—7)and t <T }, (3.46)

we get
wi(a, ) — uglx — e, 0) = / Qi(u)dr . (3.47)
Cq
We do the same for the homogenized equation: in view of (3.43), the function
- — ¢t
Ui(z,t) = U, (m ’ 50 ,t) (3.48)
satisfies
~ ~ o . xTr — Cit . )
oU;+c;0,U; = /k Q'(W")ds where wi = Uj (m, + zj-(s),t) 1<j<m.
Tk 3
(3.49)

Integrating (3.49) along C; we get

Uy, 1) — Ui — cit,0) = / / L Qi(W)dsdr . (3.50)
c; JTF
Subtracting (3.50) from (3.47) and denoting U = (U, ..., U,,) we get that

wilw,t)—Ui(w, t) = / (Q'(w)~Q(T))dr+ / (Q'(0)- / Qi(W)ds)dr = E\+E; .
C; C; Tk

) (3.51)

By the boundedness of u; and U;, 1 < i < m, there exists a constant K such that

| gK-/ Edr (3.52)
C;

where E is as in (3.45). As for FEy, we define the following function of m + 1
variables: ' '
G'(1,&) = Q"(Uj(xi(7),&;,7)) where 1<j<m. (3.53)

In (3.53) and henceforth we adopt a notation agreement where a j-indexed term
stands for a vector of dimension m whose jth component equals the given term.
With those notation agreements, we note, using (3.46), that

i A G N e
/ciQ (U)dr—/o G'(r, + )dr . (3.54)

9 9

and

/Ci /T“ Q' (W")dsdr = /Ot /Tkz G* (T, z;(s) + T Cit)dsdT ) (3.55)

3
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As Uj(z,y,t) are 1-periodic in y, G' is 1-periodic with respect to &, 1 < j < m.
Hence, by [10, Theorem 3.5],

; G —Ci)T T —ct ; i T — ¢t . 1o
G(T,< 63) + > A/TkiG(T,zj(S)+ )ds in W=t | (3.56)

€ e—0 £

where the W1 rate of convergence, v(g), is determined by a measure of the
linear dependence of ¢; over the integers. Therefore, in view of (3.54)-(3.56),

|Ey] <v(e) —0. (3.57)

e—0

Using (3.52) and (3.57) in (3.51) and taking the sum with respect to 1 <i < m,
we arrive at the conclusion that

Blat) < K-y [ Bir () (3.58)

This implies that E(t) := sup E(-,t) satisfies
) < mK/ P)dr + v(e) . (3.59)

Since by (3.42), (3.44) and (3.48) E(0) = 0, (3.59) and Gronwall’s inequality
imply (3.45). O

Example. If all the velocities, ¢;, are commensurate over the integers, we take
them to be integral by rescaling x. This is the situation in both the Carleman
and the Broadwell models. In this case, the linear manifold in the torus 1™ over
which the quadratic form Q' is integrated, (3.43), is a one-dimensional curve:

PMg(c)t = {c's : seT' =[0,1)}.

Hence, the homogenized equations (3.43) read in this case

I :
owU; + ¢;0,U; = / Q'(w')ds where w; = Uj(z,y+ (ci —cj)s,t) 1<5<
0

<m.
(3.60)
Next, we aim at showing that the weak limit
uTU-= / (9, t (3.61)
can not be described by a closed system in the unknowns
1
zi(x,t) = / fi(U(z,y,t))dy 1<i<n, n>m, (3.62)
0
where
(U)=U 1<i<m. (3.63)

To avoid cumbersome notations we restrict ourselves to the above mentioned case
where all the velocities are integral. Similar results may be obtained for the more
general case.
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Theorem 3.5 Consider the system (3.39) subject to the oscillatory initial data
(8.42). Assume that at least one of the equations has a self nonlinear term,
namely,

i #0 for some 1 <i<m. (3.64)

Then the homogenized weak limit (3.61) does not have a finite closure (3.62)-
(53.63) that satisfies a closed system (3.22).

Before proving this theorem, we note that both the generalized Carleman
equations, (3.15)—(3.16), with |a|+ |y| > 0, and the Broadwell equations, (3.36)—
(3.38), satisfy condition (3.64).

Proof. Without loss of generality we may assume that condition (3.64) holds for
k = m. We assume the existence of a finite closure and arrive at a contradiction,
using similar techniques to those presented in previous sections. Let a(y) be an
arbitrary 1-periodic function and assume that we may find constants {b; }1<i<m—1
that satisfy

m—1 m—1
Z Q;jkbjbk +2a Z Qé,mbj +?Qiﬂ7m =0 , 1<i<m-—1. (3.65)
G k=1 Jj=1

Then, taking the initial value

w(z,y) = (br, .o, b1, a(y)) | (3.66)
we find that:
1
Fil i :/0 gila(y))dy  where gi(-) := fi(br, ..., bmo1, ) (3.67)
and
Dzl =0 Vk=1. (3.68)

In order to evaluate 0;2; at t = 0 we compute 0;U;(x,y,0). Using (3.43), we get
that
oU;

=0 /Tk Q (b1, b1, aly + 23, (s)) ) ds . (3.69)

Let us now distinguish between two cases. If ¢ = m, then the manifold of inte-
gration, PMgz(c™)*, (3.41), is embedded in 7™t x {0}, since the mth entry in
c” is zero, see (3.40). Therefore, 27(s) = 0 and, hence, the integrand in (3.69)
does not depend on the integration variables s. Consequently,

8tUm‘t=o =Qn ay)’ + qaly) + ¢ (3.70)
where ¢, g2 are some constants and Q7 ., is nonzero as assumed. If, on the other
hand, i # m, then by (3.41),

k'L
zfn(s) = Zvi;fsz
—1
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where all of the coefficients v are integers and at least one of them is nonzero
(this is because the mth entry in ¢’ is nonzero). Consequently, as a(-) is 1-
periodic, it may be easily verified that the k’-dimensional integral in (3.69) boils
down to a one-dimensional integral,

o U;

1
= [ Qb buraly+s)ds  1<i<m—1, @71
t=0 0
and, in view of (3.65), it vanishes,

QU =0 1<i<m-—1. (3.72)

t=0

Finally, by (3.62), (3.67), (3.70) and (3.72), we get that

O,y = /01 gi(a(y)) - (Qm na(y)? + qaly) + g2)dy . (3.73)

The proof proceeds from this point on along the same lines as in the proofs
presented previously.

It may happen that the coefficient matrices will be such that we could not
make a selection of constant parameters {b;}1<i<m—1 so that (3.65) holds. This
was the case, for example, with the generalized Carleman equations when v = 0.
In that case, we could select initial values that depend on x in order to have all
the temporal derivatives vanish at ¢t = 0 for 1 <i¢ < m —1, (3.72), while the mth
temporal derivative is quadratic in the periodic function a(y), (3.70), just as we
did in the proof of Theorem 3.3. We omit further details. That completes the
proof.O

Theorem 3.5 provides a necessary condition for the existence of a finite closure:
there should be no self-nonlinear terms, namely, the evolution equation for u; must
not include the term u?, for all 1 < ¢ < m. It is desirable to derive also a sufficient
condition for the existence of a finite closure for systems of the form (3.39). The
following proposition provides such a sufficient condition.

Proposition 3.1 Assume that the coefficient matrices Q° satisfy:

21 =0 Vi (3.74)

and
'v=0 Vi gk suchthat i#j,j#k and k#i. (3.75)
In other words, all entries of Q' outside the diagonal and outside its it row and

ith column. are zero, and also the term QZZ is zero. Then the system (3.39) has
the finite closure z = (21, ..., Zm, Ciy - - -, Cm) where z; = [ Usdy and ¢ = [} U?dy,
1 <1 <m.
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Proof. By averaging equation (3.43) with respect to y we get an evolution
equation for z;. By multiplying (3.43) by U; and then integrating it with respect
to y, we get an evolution equation for (;. It may be easily verified that the above
assumptions about the coefficient matrices guarantee that those 2m equations
are closed, in the sense that their right hand sides include only the terms z; and

G- O

Let us summarize: according to Theorem 3.5, (3.74) is a necessary condition
for the existence of a finite closure; according to Proposition 3.1, the conjunction
of (3.74) and (3.75) is a sufficient condition for a finite closure to exist. It is
desirable to close the gap between the necessary condition and the sufficient one,
namely, to determine what happens with systems that satisfy (3.74) but violate
(3.75). An example for such a system is the following one,

wu=vw , v—v,=0 , w+w,=0. (3.76)

In view of Theorem 3.5, this system could have a finite closure, but it is not
determined by Proposition 3.1. The homogenized solution in this case is given
by averages of the following equations, see (3.60),

1
Ut:/ V(l‘,y—{—s,t)W(fL‘,y—S,t)dS ’ Vi=Ve=0 ) Wi+W, =0. (377)
0

Denoting the weak limits by z; = U, 2o = V and 23 = W, we see, using com-
pensated compactness, that they satisfy a closed set of equations (no additional
functions are necessary):

8t21 = Z9Z3 , 0t22 — axZQ =0 s 8,523 + a$23 =0.

This example shows that the sufficient condition of Proposition 3.1 could be re-
laxed in order to include systems like (3.76). Another possibility that should be in-
vestigated is whether the necessary condition of Theorem 3.5 could be strengthen.

4 Equations of Fluid Dynamics

Here, we address the question of a finite closure in the context of the equations
of fluid dynamics. We concentrate on the three-dimensional inviscid and incom-
pressible FEuler equations

ou+(u-Viu+Vp=0 , V-u=0 (xt)eR*xR". (4.1)

We consider solutions of (4.1) which are subject to initial oscillations,

u(x, 0) = u’(x, §> , (4.2)

u’(x,y) being 1-periodic in y;, 1 < i < 3. We prove that v(x, ), the homogenized
weak limit,

u(x,t) Ejov(x7 t),
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does not have a finite closure, i.e., it cannot be augmented into a vector of n > 3
unknowns, z € R", that satisfies a well-posed problem of the following form:

(x,0) = [ f(u’(x.y))dy (43)

F(t,x,0,Vx)z=0. (4.4)

In this problem, z is determined initially by moments of u%(x, -), (4.3), and then
it evolves according to (4.4). This form is much more general than the one
considered previously for semilinear systems: all we assume about the equations
of evolution, (4.4), is that they do not depend on u® and that the corresponding
initial value problem is well posed; no other assumption is made regarding the
order of the equations or even their nature — they can be differential equations,
integro-differential or even functional-differential equations. Problem (4.3)+(4.4)
is more general than problem (3.62)+(3.22) which we considered in the previous
section for the semilinear hyperbolic equations in another respect as well: if there
we assumed that z; equal moments of the fluctuating field for all ¢ > 0, (3.62),
here we assume this relation only at ¢ = 0, (4.3).

On the other hand, we do need to make here one restriction that was not
necessary before. We must assume that the functions f = (f1, ..., f) in (4.3) are
separable functions of (u?,u3,uJ) in the sense that they take the form

filul,ud, ug) = 37 fl(ud) fla(ud) fls(ug)  1<i<n (4.5)
j=1

(e.g., polynomials).

Our proof in this quasi-linear setting is entirely different from the proofs pre-
sented for semilinear equations: instead of relying on Theorem 2.1, we arrive at
our conclusion using Theorems 2.2 and 2.3. The key ingredient in our proof is the
fact that the following is a solution of the Euler equations (4.1), with p = Const,
for any choice of C*-functions a and b,

o (X, t) = ( a (J:) , 0,0 (xl —ta (?)) ) ) (4.6)

This solution equals initially to
was(x,0) = ul, (x. ) where ul,(x.y) = (a() . 0, b)), (47)
and, when € | 0, it tends weakly to
Vas,t) = [ Calu) 0, bar — ta(u2) ) (1.9

Assume that a closure of the form (4.3)4(4.4) did exist. Then, by (4.3) and (4.7),
the initial value of z would be in this case

Zap(x, 0) = /0 “Fa(y), 0, b(z1))dy . (4.9)
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By Theorem 2.2, we may find two distinct and monotonically increasing functions
of y € [0,1], a;(y) and ay(y), such that

1 1
| fra@hdy = [ fala)dy  for 1<i<n, 1<i<m (410)
0 0
and consequently, by (4.5) and (4.9),
Zay (X, 0) = 24, 5(x,0) .

Hence, by the well posedness of the problem and the independence of (4.4) of the
initial data,

Zay p(X, 1) = Zayp(X, 1)  VE>0. (4.11)

Since z = (v, z4, ..., 2,), we conclude by (4.11) and (4.8) that

[ #es =ty = [ bl = taaty))ay

for all choices of b and for all z; and t. However, this is impossible in view of The-
orem 2.3. That concludes the proof that a finite closure of the form (4.3)+(4.4)
does not exist. O

In [5], McLaughlin et al. considered oscillatory solutions of (4.1)4(4.2) and
aimed at obtaining effective equations for the weak limit v using an asymptotic
method. In order to obtain a closed system for v, it was augmented into z =
(v,0,q,r), where the three new unknown functions were:

e O, the Lagrangian coordinate associated with the mean flow (see [5, (3.8)]);
e ¢, the mean kinetic energy (see (3.28) there); and
e 7, the mean helicity (see (3.29) there).

Then, they considered an Euler-like equation in an unknown field w, depending
on a temporal variable 7 and the periodic variable y, [5, (3.17)], and looked for
solutions of it that have kinetic energy ¢, helicity r and mean zero, see (3.30) there.
If such solutions exist, they derived a closed system of equations for z = (v, 0, q, ),
[5, (3.34)-(3.38)], without proving it. That system, however, is not a genuine finite
dimensional closure, since the coefficients of its equations depend on averages of w
and those averages are determined by the evolution equations for w that involve
the periodic variable y.
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