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1. Introduction
We address the task of predicting speaker’s grammatical-
ity judgements. A system which can perform this task ef-
ficiently will have applications to language technology in
areas such as automatically assessing the quality of genera-
tion systems like machine translation, marking essays, and
second language learning. [5] suggest a supervised method
for grammaticality prediction. We have developed an un-
supervised approach.

2. Annotated Test Sets
We introduced infelicities, through round trip machine
translation, into test sets from the British National Corpus
(BNC, 2500 sentences), English Wikipedia (ENWIKI, 2500 sen-
tences), German Wikipedia (DEWIKI, 500 sentences), Span-
ish Wikipedia (ESWIKI, 500 words), and Russian Wikipedia
(RUWIKI, 500 words). We annotated these test sets for gram-
matical acceptability using crowd sourcing (Amazon Me-
chanical Turk), and we found considerable gradience, both
in individual and mean judgements, for each of these test
sets.
We also did crowd sourced annotation of two test sets
of linguists’ examples. One consists of 100 randomly se-
lected sentences (50 good and 50 bad) from [1]. The second
consists of 179 sentences obtained by filtering out seman-
tic/pragmatic anomaly from the full set of 219 examples in
[1]. We found a level of gradience in both these data sets
similar to that in the sets in which infelicities had been in-
troduced through machine translation. We also saw that
mean judgement values were robust across different anno-
tators for distinct annotation runs, with variables of HIT
context manipulated and controlled.
The protocols that we applied in obtaining these data sets,
and the procedures for measuring gradience are described
in [8]. The annotated data sets are available from our
project web site.

3. Unsuspervised Language Models
We trained a sequence of unsupervised language models
on corpora corresponding to the BNC and the Wikipedia
test sets. These language models include

1. N-gram models
2. a second order Bayesian Hidden Markov Model

(BHMM) (word generation conditioned by word classes)
3. a two-tier BHMM (word generation conditioned by

phrases)
4. a Recurrent Neural Network Language Model (RNNLM)

[4, 11]

We applied a number of normalisation functions to the
probability distributions that each model generates. The
functions neutralise the effects of sentence length and word
frequency on the output value. The main grammaticality
measures we experimented with are given in Table 1. Full
details of the models and the normalisation functions are in
[9].

Gram. Measure Equation
LogProb logPm(ξ)

Mean LP
logPm(ξ)

|ξ|
Norm LP (Div) −logPm(ξ)

logPu(ξ)
Norm LP (Sub) logPm(ξ)− logPu(ξ)

SLOR
logPm(ξ)− logPu(ξ)

|ξ|
Table 1: Grammaticality measures for predicting the grammat-
icality of a sentence. Notations: SLOR is the syntactic log-odds
ratio, introduced by [12]; ξ is the sentence (|ξ| is the sentence
length); Pm(ξ) is the probability of the sentence given by the
model; Pu(ξ) is the unigram probability of the sentence. Note
that the negative sign in Norm LP (Div) is given to reverse the
sign change introduced by the division of log unigram probabili-
ties.

The open source toolkit for generating our models, with
documentation, is available from our project web site.

4. Results
We tested the models on our annotated data sets by mea-
suring the Pearson coefficient correlation between each
model’s grammaticality score predictions and the mean
speakers’ judgements for these sentences. We found that
the RNNLM outperformed the other models on all the

round trip machine translation test sets, with two very sim-
ilar grammaticality measures consistently providing the
best results across models (from 0.53 on the BNC test set,
up to 0.69 on the German Wikipedia test set). The two-tier
BHMM also did well.
For comparison we tested the Stanford PCFG [6, 7] on the
BNC test set, but it did not perform well in comparison
with our other models. This is to be expected, given that it
is a supervised parser trained on a parse annotated corpus
from an entirely different domain (the Wall Street Journal).
Therefore, this comparison is not strictly meaningful.

Measure 3-gram 4-gram BHMM 2T RNNLM PCFG*
LogProb 0.30 0.32 0.25 0.26 0.32 0.21

Mean LP 0.35 0.37 0.26 0.31 0.39 0.18
Norm LP (Div) 0.42 0.42 0.44 0.50 0.53 0.26
Norm LP (Sub) 0.20 0.23 0.33 0.46 0.31 0.22

SLOR 0.41 0.41 0.45 0.50 0.53 0.25

Table 2: Pearson’s r of acceptability measure and mean sentence rating for
BNC. Boldface indicates the best performing measure. Note that PCFG is a
supervised model, unlike the others.

Measure 3-gram 4-gram BHMM 2T RNNLM
LogProb 0.36 0.38 0.32 0.35 0.44

Mean LP 0.36 0.37 0.28 0.35 0.46
Norm LP (Div) 0.41 0.41 0.44 0.49 0.55
Norm LP (Sub) 0.20 0.22 0.32 0.44 0.33

SLOR 0.41 0.41 0.46 0.50 0.57
Table 3: Pearson’s r of acceptability measure and mean sentence
rating for ENWIKI. Boldface indicates the best performing mea-
sure.

Measure 3-gram 4-gram BHMM 2T RNNLM
LogProb 0.35 0.38 0.28 0.29 0.41

Mean LP 0.46 0.49 0.31 0.35 0.53
Norm LP (Div) 0.54 0.55 0.50 0.54 0.67
Norm LP (Sub) 0.38 0.42 0.43 0.52 0.54

SLOR 0.54 0.55 0.52 0.54 0.69
Table 4: Pearson’s r of acceptability measure and mean sentence
rating for DEWIKI. Boldface indicates the best performing mea-
sure.

Measure 3-gram 4-gram BHMM 2T RNNLM
LogProb 0.50 0.53 0.39 0.40 0.51

Mean LP 0.50 0.53 0.39 0.42 0.54
Norm LP (Div) 0.52 0.55 0.48 0.51 0.60
Norm LP (Sub) 0.26 0.30 0.32 0.42 0.35

SLOR 0.50 0.51 0.48 0.51 0.60
Table 5: Pearson’s r of acceptability measure and mean sentence
rating for ESWIKI. Boldface indicates the best performing measure.

Measure 3-gram 4-gram BHMM 2T RNNLM
LogProb 0.44 0.47 0.28 0.28 0.42

Mean LP 0.50 0.52 0.24 0.26 0.46
Norm LP (Div) 0.56 0.57 0.52 0.54 0.58
Norm LP (Sub) 0.40 0.43 0.39 0.52 0.43

SLOR 0.56 0.57 0.55 0.55 0.61
Table 6: Pearson’s r of acceptability measure and mean sentence
rating for RUWIKI. Boldface indicates the best performing mea-
sure.

5. Estimating Human Performance
While the upper bound of a Pearson correlation between
our models’ predictions and the annotators’ mean judge-
ments is 1, it is not reasonable to expect any model to
achieve this level of accuracy. Individual human annota-
tors cannot match it for mean judgements.
As an alternative standard of assessment we estimated hu-
man performance through a construct consisting of an arbi-
trary individual annotator’s judgement, evaluated against
the mean of the remaining annotators (one vs. the rest), for
each sentence in a test set.
This yielded an estimated human level of 0.667 for the BNC,
and 0.741 for the English Wikipdedia. Our best performing
unsupervised models do quite well when evaluated against
this standard.

6. Supervised Learning
In a subsequent experiment we constructed a supervised
version of our models, through support vector regression.
The models approached the estimated human levels of per-
formance for the BNC and ENWIKI test sets.

When we added [5]’s spelling feature, our supervised
model also came very close to the performance of their sys-
tem, on their test set, although it relied on the features of
our unsupervised models, where these had been trained on
a different domain. It is important to note that because our
approach depends upon unsupervised language models,
it is considerably more portable and domain independent
than [5]’s.

7. Conclusions
In addition to having applications in language technology,
our results raise interesting questions about the nature of
human linguistic representation, and language acquisition.
The results support the view that syntactic knowledge is in-
trinsically probabilistic in nature [10, 3, 2]. Our models pre-
dict the distribution of gradient acceptability judgements,
over a range of domains and languages, with an encourag-
ing level of accuracy. They also suggest that it is possible
to acquire a grammatical classifier on the basis of relatively
impoverished data, through unsupervised learning.
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