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Abstract

Machine-learning has been researched as an effective method to augment today’s signature-based and heuristic-based detection methods capability to cope with unknown malware. However, if an attacker gains knowledge about the machine learning algorithm, he or she can create a modified version of the malicious code, which can evade detection by the IDS.

In this thesis we create an IDS based on various classifiers, using system calls executed by the inspected code as features. We compare the detection rate of several classifiers, concluding that random forest is the best.

We then present a camouflage algorithm used to modify a malicious system call sequence to a non-detectable sequence by a decision tree classifier, while preserving the original code’s functionality. This is done by adding dummy system calls to change the decision tree path of the malware to a benign path, thus misleading the classifier.

We test the stability of the camouflage for classifier’s training set updates.

We also present several transformations to the classifier’s input (system calls at a specific sequence index), to prevent this camouflage. We then show a modified camouflage algorithm that overcomes those transformations.

We extend our camouflage algorithm to handle random forest classifiers. Our algorithm has 100% success rate on the test set examined for both decision tree and random forest classifiers, and every input transformation variant, assuming the attacker have full knowledge about them.

Finally, we show that partial knowledge about the classifier is enough to implement a probabilistic camouflage algorithm.

Our research shows that it is not enough to provide a machine learning classifier with a large training set of benign and malicious samples to counter malware - one must also to be aware of the possibility that a machine learning algorithm would be fooled by such a camouflage algorithm to provide a wrong classification for the inspected code - and possibly try to counter such option with techniques such as the input transformation or training set updates that we’ve shown.

An abbreviated revision of this research was published in WISTP 2016 and NSS 2016 conferences. An extended revision would be published in the journal Concurrency and Computation: Practice and Experience.
1 Introduction

The constant rise in the complexity and number of malware entities makes improving the detection rates of intrusion detection systems (IDS) a challenging task. In this report, we refer to IDS as a tool to detect and classify malware.

Past IDS generally used two methods of malware detection:

- Signature-based detection - Searching for known patterns of data within the executable code. Malware, however, can modify itself to prevent a signature match, e.g., by using encryption. Thus, this method can be used to identify only known malware.
- Heuristic-based detection - Composed of generic signatures, including wildcards, which can identify a malware family. Thus, this method can identify only variants of known malware.

Recent IDSs are not limited to the use of signatures. Machine-learning can be used in-order to extend the IDS capabilities to cope with unknown malware by classifying training samples as benign software or malware, based on specific features which could be used afterward to classify software unseen before as malware or benign. Feature extraction can be done using static or dynamic features of the code.

However, our research shows that the arms race between security researchers and malware writers is far from over: Malware code can be transformed to render machine learning classifiers almost useless, without losing the original (malicious) functionality of the modified code. We call such a generic transformation, based on the classifier type and the features used, a camouflage algorithm.

In this thesis, we present a camouflage algorithm for decision tree and random forest based classifiers, whose input features are sequences of system calls executed by the code at run-time. Using system call sequences as a classifier’s input was reported in [48], [18]. However, attempts to fool the classifier have also been reported in [23, 56]. The main idea presented in this thesis, assuming the enemy knows the classifier’s features, is that the fooling action can be done automatically by a camouflage algorithm. Thus it can be applied easily to many instances of malware and creates a real problem for the IDS. This suggests that it is not enough to provide a machine learning classifier with a large DB of benign and malicious samples: One must also be aware of the possibility that a machine learning algorithm would be fooled by such a camouflage algorithm, and take defensive actions against it. Our research has three main contributions:

1. Developing an automatic algorithm to decide which system calls to add to a malware code that is classified as malicious by the IDS, to classify this code as benign by the same IDS, without losing its functionality. We also investigate the stability of the camouflage algorithm, meaning its ability to maintain its benign classification even when additional training samples are added to the training set (similar to virus definition updates of an anti-virus software). We then alleviate the assumption of full knowledge of the classifier by the attacker, showing that partial training set information might be enough.
2. Evaluating the algorithm against a large subset of malware samples, while previous work evaluated specific examples only.
3. Investigating possible transformations of the IDS input in-order to counter the camouflage algorithm and restore the true classification - as-well-as a modified camouflage algorithm to evade those transformations.

While the above contributions are shown for specific classifiers (decision tree and random forest) and for specific features as input (system call sequences), we believe the ideas are more general, and can be applied also to different classifiers with different features.

An abbreviated revision of this research was published in [41] and [42]. An extended revision would be published in the journal Concurrency and Computation: Practice and Experience, Tianjin 2016 special issue.

The rest of the thesis is structured as follows. Section 2 discusses the background and related work. Section 3 presents the problem definition and discusses the evaluation criteria for the camouflage algorithm. Section 4 describes in detail the IDS. Section 5 specifies our camouflage algorithm implementation, and section 6 presents the experimental evaluation. Section 7 shows the input transformations we’ve applied to counter the camouflage algorithm, and section 8 presents the relevant experimental evaluation. In section 9, we show the implementation of a camouflage algorithm to counter the input transformations. Section 10 extends the camouflage algorithm to handle random forest, dealing with both soft and hard voting. Section 11 concludes the thesis and outlines future research.
2 Background and Related Work

We divide the background and related work into three areas: discussion of IDS classifiers which are based on system calls, designing the monitoring part of such IDSs, and presentation of previously published camouflage algorithms.

2.1 Machine Learning Binary Classifier

The usage of system calls to detect abnormal software behavior has been introduced in [18]. The authors scanned traces of normal behavior (running benign programs) and build up a database of characteristic normal patterns, i.e. observed sequences of system calls. They defined normal behavior in terms of short n-grams of system calls. The authors used a small fixed size window and “slide” it over each trace, recording which calls precede the current call within the sliding window. Then they scanned new traces that might contain abnormal behavior, looking for patterns not present in the normal database: System call pairs from test traces are compared against those in the normal profile. Any system call pair (the current call and a preceding call within the current window) not present in the normal profile is called a mismatch. A system call is defined as anomalous if there are any mismatches within its window. If the number of anomalous system calls within a time frame exceeds a certain threshold - an intrusion is reported. The authors also introduced open source tools to report such anomalies ([48] and [57]).

For example, consider a mail client that is under attack by a script that exploits a buffer overrun, adds a backdoor to the password file, and spawns a new shell listening on port 80. In this case, the system call trace will probably contain a segment looking something like: open(), write(), close(), socket(), bind(), listen(), accept(), read(), fork(). Since it seems unlikely that the mail client would normally open a file, bind to a network socket, and fork a child in immediate succession, the above sequence would likely contain several anomalous sub-traces, and thus this attack would be easily detected.

Data mining techniques and machine learning algorithms such as Naive Bayes have also been used with the Windows platform ([46]). Other machine learning algorithms, such as decision trees, SVM, boosted trees, Bayesian networks and artificial neural networks were used and compared in-order to find the most accurate classification algorithm - with varying results (e.g.: [28] and [27] chose boosted decision trees as the most accurate method, [33] and [17] chose decision trees, etc.). The different results are affected by the exact samples in the training set and their number, the types of the features used, etc.

In [36], the authors used a feature extraction technique based on call-flow graphs (CFGs) of opcodes of the inspected code, which was introduced in [29], and then used deep learning sum-product network (SPN) model to calculate the similarity of the inspected code to the nearest malware family. While this method seems to be suited to detect the differences between different families of malware, an IDS which monitors and analyzes the system calls directly, such as ours, works on a higher abstraction level, on-which differences between malware and benign programs are
easier to detect, as the resemblance between opcode CFGs doesn’t cover all cases. For instance, consider two identical programs, one is a benign back-up utility, and another is a malicious program, which has the exact same opcodes, except for a single call to a DeleteFile() function in the malware variant, instead of a CopyFile() in the benign variant, thus deleting an important system file instead of backing it up. Those programs would both be classified the same using an opcode CFG similarity technique, since, opcode-wise, the call to a different system call (with the same parameters) is different only in the jump address to the new function and not in the opcode. Using system calls as features, on the other hand, would help us recognize a different (and malicious) feature in the malware variant.

In order to classify code as benign or malicious, machine-learning algorithms use distinct features as input. Types of features that have been used to classify software are either collected statically (i.e. without running the inspected code): byte-sequence (n-gram) in the inspected code (as in [28] and [27]), APIs in the Import Address Table (IAT) of executable PE headers (as in [47]), or dis-assembly of APIs in the executable (as in [45]). The features can also be collected dynamically (i.e. by running the inspected code): CPU overhead, time to execute (e.g. if a system has an installed malware driver being called whenever accessing a file or a directory to hide the malware files, then the additional code being run would cause file access to be longer than usual), memory and disk consumption (as in [33] and [34]), machine-language op-codes sequence executed (as in [44]), executed system call sequence (as in [48] and [57]) - or non-consecutive executed system call sequence (as in [43]).

A survey of system calls monitors (including analyzing system call arguments, stack trace and return value, and execution graphs) and the attacks against them were conducted in [19], stating that in spite of their disadvantages, they are commonly used by IDS machine learning classifiers. The authors also specified similar design principles to such classifiers based IDSs and to the biological immune systems (generic, adaptable, autonomy, graduated response and diversity), with examples from their own IDS implementation.

While gathering the inspected code’s features using static analysis has the advantage that it does not require running a possibly malicious code (for example, in [47] and [45]) - it has a main disadvantage: since the code isn’t being run - it might not reveal its “true features” (as shown in [32]). For instance, if you inspect the APIs in the Import Address Table (IAT) of executable PE headers (as done in [47]), you would miss APIs that are being called dynamically (using LoadLibrary()\GetProcAddress() in Windows and dl_open()\dl_sym() on Unix). If you look for byte-sequence (or signatures) in the inspected code (as done in [28]), you might not be able to catch polymorphic malware, in which those signatures are either encrypted or packed and decrypted only during run-time, by a specific bootstrap code. Similar bootstrap code can be used for “legitimate”, benign applications also, so detection of such code is not enough. Other limitations of static analysis and techniques to counter it appear in [32].
Thus, in our research we decided to use dynamic analysis, which reveals the true features of the code. Obviously, malware can still try to hide, e.g., by detecting if some other application (the IDS) is debugging it or otherwise monitoring its features and not operating its malicious behavior at such cases. However, doing so (correctly) is more challenging for a malware writer and in the end, in-order to operate its malicious functionality - malware must reveal its dynamic features, during run-time. However, those features can be altered in a way that would fool an IDS, as shown in the following sections.

2.2 Sandboxing Dynamic Analysis IDSs

A main issue with using a dynamic analysis IDS is the fact that it must run the inspected code, which might harm the hosting computer. In-order to prevent a damage to the host during the inspection of the code, it’s common to run the code in a sandbox: a controlled environment, which isolates between the (possibly) malicious code to the rest of the system, preventing damage to the latter. Any harmful modifications done in the sandbox can usually be monitored and reverted, if needed. In-order to avoid the malicious code from detecting that it’s running on a sandbox (and thus is being monitored), the sandbox should be as similar as possible to the actual system. The isolation can be done in 3 levels:

- At the application-level, meaning that the malicious code is running on the same operating system as the rest of the system, but its system calls effect only a quarantined area of the system, e.g., registry key modifications done by the code are being redirected to different keys (as done in [60]),
- On the operating-system level (e.g., VMWare Workstation), meaning the operating system is isolated (and thus damage to that operating system does not effect the host operating system) - but the processor is the same (as done in [58]).
- At the processor level, meaning all machine instruction are emulated by a software called an emulator (like QEMU, [9]).

CWSandbox ([58]) is an operating-system level sandboxing tool. During the initialization of an inspected binary executable, CWSandbox’s dll is injected into its memory to carry out API hooking. This dll intercepts all API calls and reports them to CWSandbox. The same procedure is repeated for any child or infected process. CWSandbox and the malicious code are being executed inside a virtual machine (or VM, a software implementing a completely isolated guest operating system installation within a host operating system) based on VMWare Server and Windows XP as guest system. After each code analysis, the VM is reverted to a clean snapshot. An XML report of all executed system calls is being generated by this tool.

TTAnalyze ([4]) uses processor level sandboxing to run the unknown binary together with a complete operating system in software. Thus, the malware is never executed directly on the processor. While both tools generate a system calls report, some of the major differences between TTAnalyze and CWSandbox are:
- TTAnalyze uses the open-source PC emulator QEMU rather than a virtual machine, which makes it harder for the malware to detect that it’s running in a controlled environment (since all machine instruction are emulated by the software it should be transparent to the analyzed code running inside the guest OS).
- TTAnalyze does not modify the program that it executes (e.g., through API call hooking), making it harder to detect by malicious code via code integrity checks. Instead, it is adding the inspection code in the processor level, after each basic block (a sequence of one or more instructions that ends with a jump instruction or an instruction modifying the static CPU state in a way that cannot be deduced at translation time) translated by QEMU.
- TTAnalyze monitors calls to native kernel functions (undocumented internal implementation, susceptible to changes) as well as calls to Windows API functions (documented functions that call internally to the native functions). Malware authors sometimes use the native API directly to avoid DLL dependencies or to confuse virus scanner’s operating system simulations, as done in the case of CWSandbox.
- TTAnalyze can perform function call injection. Function call injection allows TTAnalyze to alter the execution of the program under analysis and run TTAnalyze code in its context. This ability is required in certain cases to make the analysis more precise (for example, the `CreateFile()` API could both create a new file or open an existing one, so a code that checks whether the file existed before the call should be injected before such a call in the analyzed code in-order to properly log to API call effect).

Other dynamic analysis tools are surveyed at [14].

While an emulator-based sand-boxing technique might be harder to detect - it can be done, as shown in [15], [16] and [40]. Furthermore, the significant performance degradation (up to 20 times slower, as described in [62]) makes such system vulnerable to timing attacks (as described, for example, in [26]).

Thus, in our research we use the virtual machine sandboxing approach, as mentioned in section 4.1.

### 2.3 Camouflage Algorithms

**Adversarial machine learning** is the safe adoption of machine learning techniques in adversarial settings like spam filtering or malware detection, assuming that a malicious adversary can carefully manipulate the input data exploiting specific vulnerabilities of learning algorithms to compromise the system security. The taxonomy for this concept was introduced in [2] and extended (including review of relevant examples) in [3]. Attacks against supervised machine learning algorithms have been categorized along three primary axes:

1. **Attack influence** - It can be *causative*, if the attack aims to introduce vulnerabilities (to be exploited at classification phase) by manipulating training data; or *exploratory*, if the attack aims to find and subsequently exploit vulnerabilities at classification phase.
2. Security violation - It can be an integrity violation, if it aims to get malicious samples misclassified as legitimate; or an availability violation, if the goal is to increase the misclassification rate of legitimate samples, making the classifier unusable (e.g., a denial of service).

3. Attack specificity - It can be targeted, if specific samples are considered (e.g., the adversary aims to allow a specific intrusion or he wants a given spam email to get past the filter); or indiscriminate.

The arms race of modifying the samples in-order to bypass the classifier was modeled using game theory terms, possibly reaching a Nash equilibrium, for a Naive Bayes classifier, in [13], assuming that the attacker has a perfect knowledge of the classifier. The problem of achieving the required data by the attacker was modeled in [30].

The purpose of the camouflage algorithm presented here is to automate the transformation of a malware code, which is being identified by the IDS, to a malicious code which should not be detected. Using the taxonomy mentioned in [2], it is an exploratory and targeted attack which aim is integrity violation, or evasion, by the terminology of [24].

Modification of the malware code features used by a decision-tree classifier based on static analysis was presented in [23]. The features used by the classification process were binary n-gram – a specific byte sequence (=sub-string of bytes) in the binary, collected via static analysis. The authors have constructed a simulation of the IDS classifier for the installed anti-virus program by submitting a diverse collection of malicious and benign binaries to the IDS classifier, via a query COM interface (IOfficeAntiVirus), which runs the installed anti-virus on the file-name given as an argument and returns the classification decision for this file. Then, they’ve manually found in the simulated classifier a feature-set similar to the attacker’s code that would be classified as benign. Finally, the authors used feature insertion on the attacker’s code to manually transform its feature set to the one found. The feature insertion applied was adding n-grams in a way that would change the decision tree path of the inspected code. This was done by appending the feature bytes to the end of the file, or insert them between existing sections - These bytes will be ignored by the system loader and will not be present in the process memory image when the binary is loaded. They will therefore have no effect upon the run-time behavior of the process.

In contrast, as will be explained later, we are using the system call sequence of the inspected code, as collected during the code execution (dynamic analysis) as the features of our classifier, since those features (the actual behavior of the code) present a bigger challenge to modify without affecting the code’s malicious functionality. Since the decision tree features, in our case, are system calls being executed by the code at a certain time, changing the decision path of the code means we need to modify the system calls being executed by it.

Suggested ways to modify system call sequences were presented in [56]. This article deals with mimicry attacks, a term first coined at [55]. A mimicry attack is where an attacker is able to “develop malicious exploit code that mimics the opera-
tion of the application, staying within the confines of the model and thereby evading detection”. Some mimicry attacks are based on specific exploits. For instance, in [52], a helper program to the restore utility program was replaced by a user-defined helper, thus unprofileable, to gain root access.

In the context of this thesis, we use a different approach: The possibility of modifying generic system call sequences of malware in-order for the IDS to classify it as benign. The authors present several ways of obfuscating the system call sequence in [56]:

1. Modifying the system calls’ parameters – The authors mention that except for specific cases, the system calls’ parameters are ignored by IDS. Thus, for instance, an innocuous system call: `open("/lib\'libc.so", O_RDONLY)` (to load libc by an executable) looks indistinguishable (to the IDS) from the malicious call: `open(“/etc/shadow”, O_RDWR)` (to write to the shadow password file). Thus, benign code system call parameters could be modified to become malicious.

2. Adding semantic “no-ops” - The term “no-op” indicates a system call with no effect, or whose effect is irrelevant to the goals of the attacker. Opening a non-existent file, opening a file and then immediately closing it, reading 0 bytes from an open file descriptor, and calling `getpid()` and discarding the result are all examples of likely no-ops. Most system calls can be called with invalid arguments, making them fail although counted by the IDS: Any system call that takes a pointer, memory address, file descriptor, signal number, pid, uid, or gid can be nullified by passing invalid arguments. The authors showed that almost every system call can be no-op-ed, and thus the attacker can add any needed no-op system call to his code in-order to achieve a benign system call sequence.

3. Equivalent attacks – There is usually more than a single system call sequence to achieve the same effect. For instance, any call to `read()` on an open file descriptor can typically be replaced by a call to `mmap()` followed by a memory access. As another example, in many cases the system calls in the malicious sequence can be re-ordered. A consecutive series of `read()` or `chdir()` calls can also be replaced with a single call. Finally, most IDSs handle `fork()` by cloning the IDS and monitoring both the child and the parent application process independently. Hence, if an attacker can reach the `fork()` system call and can split the exploit sequence into two concurrent chunks (e.g., overwriting the password file and placing a backdoor in the ls program), then the attacker can call `fork()` and then execute the first chunk in the parent and the second chunk in the child, thus avoiding a malicious system call sequence.

In our work, which also uses system call sequences, we focus on the second technique only, because it’s the most flexible. Using this technique, we could add no-op system calls that would modify the decision path of the inspected code in the decision tree, as desired. The main differences from our thesis:

- We have created an automatic algorithm and tested it on a large group of malware to verify that it can be applied to any malware, not only specific samples.
We verified that the modified malicious code functions properly and evasively by executing it after its camouflage.

We refer to partial knowledge of the attacker.

The authors mentioned several other limitations of their technique in [19] due-to the usage of code injection, which don’t apply to our thesis.

[49] implemented evasion attack for PDFRATE, a random forest classifier for static analysis of malicious PDF files, by using either a mimicry attack of adding features to the malicious PDF to make it “feature-wise similar” to a benign sample, or by creating a SVM representation of the classifier and subvert it using the same method mentioned in [6].

The main difference from our work was that the mimicry attack used in the article is classifier-agnostic, while our camouflage algorithm takes advantage of the classifier type, yielding superior results.

Similarly, [51] showed an attack as a systematic process of moving an attack sequence into the IDS detection’s blind region through successive attack modification and displayed specific examples of modifications of known exploits system call traces in a way that would bypass an IDS. However, the focus in these works was to demonstrate the feasibility of mimicry attacks for a few test cases only, but not to develop an automatic algorithm to generate such attacks for many samples.

Other mimicry attacks, less relevant to this thesis, can be used to forge the program counter and return address ([21]), thus able to mislead IDSs that can analyze the stack trace of the inspected code and not just the system calls and their arguments.

A similar method to ours was presented in [31]. The authors used a replacement attack, similar to our mimicry attack, to modify the malware code. They used system calls dependence graph (SCDG) with graph edit distance and Jaccard index as clustering parameters of different malware variants and used several SCDG transformations on their malware source code to move it to a different cluster. Our approach is different in the following ways:

- Our classification method is different, and handles cases which are not covered by their clustering mechanism. For instance, if we add a system call to the end of the malware code, it would always affect the SCDG graph edit distance (and might fool SCDG classifiers), but would not affect the decision tree path of the malware.
- The authors of [31] showed that their transformations can cause similar malware variants to be classified at a different cluster - but they didn’t show that it can cause malware to be classified (or clustered) as a benign program, as shown in this thesis, which is the attacker’s main goal. Even if we assume that their method allows benign classification, their algorithm effectiveness is lower than ours.
- Their transformations are limited to certain APIs only - and would not be effective for malware code that doesn’t have these APIs. The fact that their implementation doesn’t support C++ standard library and Windows Platform SDK, as used by many malware escalates this problem. In contrast, our method is applicable to those commonly used APIs.
The authors of [31] mentioned a performance degradation of 33% due to the added system calls. As shown in section 5.1, we got an upper bound on the performance degradation of less than 0.02% - better performance.

[50] presented an algorithm for automated mimicry attack on FSA (or overlapping graph) classifier using system call n-grams. However, this algorithm limits the malware code that can be camouflaged using it, to one that can be assembled from benign trace n-grams.

[5, 7] presented a different method: a poisoning attack. Attacker-generated samples were added to the training set of the classifier, in-order for it to subvert the classification of malware code as benign, due to its similarity to the added samples. The problem with this method is that it requires the attacker to modify the classifier’s DB, which is usually secured. Our method, which modifies the malware code and not the classifier, is more feasible to implement.

[6] showed an evasion algorithm for SVM and Neural Network classifier by following the gradient of the weighted sum of the classifier’s decision function and the estimated density function of benign examples. The starting point of the gradient descent is the feature vector of the malicious sample. The starting sample is usually correctly classified as malicious; the goal is to move to the area where the classification algorithm classifies points as benign. In order to avoid moving to infeasible areas of the feature space with negative classifications, the algorithm’s objective function has the second term, the density of benign examples. This ensures that the final result lies close to the region populated by real benign examples. [8, 59] added poisoning and privacy attacks against SVM classifiers.

Another technique appears in [37]. The authors used persistent interposition attacks, which can evade system-call-monitoring IDS that have perfect knowledge of the values of all system call arguments as well as their relationships, with the exception of data buffer arguments to read and write. They inject code that interposes on I/O operations performed by the victim, potentially modifying the data read or written by the victim (and stealing his data), while leaving the control-flow and other system-call arguments unmodified. This attack requires code injection vulnerability in-order to work. Thus, their method is relevant to specific applications which can utilize this specific exploit. In contrast, our method can work with any malware.
3 Problem Description

As was explained in the introduction, our main goal is to show an effective camouflage algorithm. Since this algorithm is highly dependent on the selected classifier, we deal with two separated issues:

1. Classifying the previously un-encountered inspected code, via the IDS, as benign or malicious, using its system call sequences.
2. Developing an algorithm to transform the inspected code, in order to change the IDS inspected code classification from malicious to benign, without losing its functionality.

The general problem can be defined formally as follows:

Given the traced sequence of system calls as the array $sys\_call$, where the cell $sys\_call[i]$ is the $i$-th system call being executed by the inspected code ($sys\_call[1]$ is the first system call executed by the code),

Define the IDS classifier as:

$$classify(benign\_training\_set, malic\_training\_set, inspected\_code\_sys\_calls)$$

where $inspected\_code\_sys\_calls$ is the inspected code’s system call array, $benign\_training\_set$ is a set of system call arrays used to train the classifier with a known benign classification (supervised learning) and $malic\_training\_set$ is a set of system call arrays used to train the classifier with a known malicious classification. $classify()$ returns the classification of the inspected code: either benign or malicious.

Given that an inspected code generates the array $malic\_inspected\_code\_sys\_calls$, define the camouflage algorithm as a transformation on this array, resulting with the array $C(malic\_inspected\_code\_sys\_calls)$. The success of the camouflage algorithm is defined as follows: Given that $classify (benign\_training\_set, malic\_training\_set, malic\_inspected\_code\_sys\_calls) = malicious$, the camouflage algorithm result is:

$$classify(benign\_training\_set, malic\_training\_set, \ C(malic\_inspected\_code\_sys\_calls)) = benign$$

and:

$$malic\_behavior(C(malic\_inspected\_code\_sys\_calls)) = malic\_behavior (malic\_inspected\_code\_sys\_calls).$$

We demonstrate the general problem for our specific classifier’s types (decision tree and random forest classifiers). However, similar ideas can be applied to other types of classifiers.

In section 5, we follow the assumption specified in [24]: The classifier’s type and the features being used are known to the attacker. This is also a common assumption in cryptography (Kerckhoffs’ principle). However, we also assume a stronger assumption: The classifier can be fully reconstructed by the attacker (perfect knowledge in [6]), by obtaining either the entire training set or the model itself. Such knowledge can be gained by reverse engineering of the IDS on the attacker’s computer, without the need to gain access to the attacked host - one just needs access to the IDS. As shown in [23], an IDS decision tree can be recovered this way by exploiting public interfaces of an IDS and building the decision tree by feeding it with many benign and malicious samples and examining its classifications for them. Reconstruction attacks such as the one described in [20] for a C4.5 decision tree could
also be used for this purpose. This assumption, that the IDS classifier can be reconstructed, is common in several papers on this subject (e.g.: [5, 6, 7, 13, 19, 31, 37], etc.). In section 6.5 we would alleviate this assumption and would show that partial knowledge of the training set and no knowledge about the selected features is enough to generate a probabilistic camouflage, which performs quite well.

We further assume the attackers know the system call trace that would be produced by the malware on the inspected system. While this assumption seems quite strong since the system call trace might be affected by, e.g., files’ existence and environment variables’ values on the target system, it is highly unlikely, since the IDS should be generic enough to work effectively on all the clients’ hosts, making system-dependent flows rare. The attacker can also get data about the targeted system without compromising it, e.g. by using tools such as nmap to detect the OS\textsuperscript{1}.

3.1 Evaluating the Classification

The effectiveness of our IDS is determined by two factors (P is the probability of occurrence):

1. We would like to minimize the false negative rate of the IDS, i.e. to minimize
   \[ P(\text{classify(benign training set, malic training set, malic inspected code sys calls)} = \text{benign}). \]
2. We would like to minimize the false positive rate of the IDS, i.e. to minimize
   \[ P(\text{classify(benign training set, malic training set, benign inspected code sys calls)} = \text{malicious}). \]

In order to take into account both true and false positives and negatives when comparing between different classifiers in section 6.2, we try to maximize the Matthews correlation coefficient (MCC), which is used in machine learning as a measure of the quality of binary classifications:

\[
\text{MCC} = \frac{TP \cdot TN - FP \cdot FN}{\sqrt{(TP+FP)(TP+FN)(TN+FP)(TN+FN)}} \quad (38).
\]

TP - True Positive - Malware that has been classified as malicious.
FP - False Positive - Benign software that has been classified as malicious.
TN - True Negative - Benign software that has been classified as benign.
FN - False Negative - Malware that has been classified as benign.

The advantage of MCC is that other measures, such as the proportion of correct predictions (also termed accuracy), are not useful when the two classes are of very different sizes. For example, if there are more benign software than malicious in the test set, assigning a benign classification to every sample achieves a high proportion of correct predictions, but is not generally a useful classification.

3.2 Evaluating the Camouflage Algorithm

The effectiveness of the camouflage algorithm will be measured by the increased number of false negatives, i.e. we would like that:

\textsuperscript{1}https://nmap.org/book/man-os-detection.html
\[ P(\text{classify}(\text{benign\_training\_set}, \text{malic\_training\_set}, C(\text{malic\_inspected\_code\_sys\_calls})) = \text{benign}) \geq P(\text{classify}(\text{benign\_training\_set}, \text{malic\_training\_set}, \text{malic\_inspected\_code\_sys\_calls}) = \text{benign}). \]

Therefore, the effectiveness of the camouflage algorithm is defined as the difference between the two probabilities (which are computed by the respective frequencies). The higher the difference between those frequencies, the more effective is the camouflage algorithm.

One would like that the camouflage algorithm will stay effective even if the classifier was modified due to new training instances. We define the camouflage to be stable if, after adding benign and malicious samples to our IDS training set and re-evaluating the classifier, the malicious code would still be classified as benign by the IDS, meaning:
\[
\text{classify}(\text{updated\_benign\_training\_set}, \text{updated\_malic\_training\_set}, C(\text{malic\_inspected\_code\_sys\_calls})) = \text{benign}.
\]

We evaluate the stability of the camouflage algorithm by the difference in the percentage of false negatives before and after the training set update.

### 3.3 Defending against the Camouflage Algorithm Using Input Transformations

One way to fight the camouflage algorithm is to apply transformations on the input sequences of system calls and apply a classification on the transformed sequences. The assumption is that the transformed sequences would reduce the effectiveness of the camouflage algorithm. We define an inspected system call trace transformation as \( T(\text{inspected\_code\_sys\_calls}) \). Given an inspected code, a system calls array, \( \text{inspected\_code\_sys\_calls} \), of the inspected code, and a function, \( \text{classify()} \), representing the IDS classifier, we define the transformation \( T \) to be effective iff:

1. It would not reduce the malware detection rate, i.e.:
   \[
   P(\text{classify}(T(\text{benign\_training\_set}), T(\text{malic\_training\_set}), T(\text{malic\_inspected\_code\_sys\_calls})) = \text{malicious}) \geq P(\text{classify}(\text{benign\_training\_set}, \text{malic\_training\_set}, \text{malic\_inspected\_code\_sys\_calls}) = \text{malicious})
   \]

2. It would not reduce the benign software detection rate, i.e.:
   \[
   P(\text{classify}(T(\text{benign\_training\_set}), T(\text{malic\_training\_set}), T(\text{benign\_inspected\_code\_sys\_calls})) = \text{benign}) \geq P(\text{classify}(\text{benign\_training\_set}, \text{malic\_training\_set}, \text{benign\_inspected\_code\_sys\_calls}) = \text{benign})
   \]

3. It would reduce the camouflage algorithm effectiveness, that is, at least some of the malware samples modified by the camouflage algorithm would be detected by the classifier after the input transformation, i.e.:
   \[
   P(\text{classify}(\text{benign\_training\_set}, \text{malic\_training\_set}, C(\text{malic\_inspected\_code\_sys\_calls})) = \text{benign}) \geq P(\text{classify}(T(\text{benign\_training\_set}), T(\text{malic\_training\_set}), T(C(\text{malic\_inspected\_code\_sys\_calls}))) = \text{benign}).
   \]
In the following sections we show the implementation of the three parts of our IDS: the implementation of the monitoring system and the classifier (section 4), the implementation of the camouflage algorithm (section 5) and the implementation of the input transformations based defense mechanism (section 7).
4 IDS Implementation

Our IDS has 3 main parts:

1. A sand-boxing mechanism that would run the inspected code inside a virtual machine for a limited amount of time.
2. Feature extraction - Recording all the system calls made by the inspected code while it’s running.
3. Feature selection and classification - Feeding the system call sequence to a machine-learning binary classifier and receiving a classification for the inspected code: malicious or benign.

4.1 Sand-Boxing Mechanism

In order to implement a dynamic analysis IDS that would sandbox the inspected code effects, we have used VMWare Workstation, a commonly used virtual machine software, where changes made by a malicious code can be reverted.

Our IDS executes the inspected code on a virtual machine with Windows XP SP3 OS without an internet connection (to prevent the possibility of infecting other machines).

Windows OS better suits our needs than Unix variants, used by available open-source tools (e.g., [48] and [57]), since most malware target it\(^2\).

The inspected executables were run for a period of 10 seconds (and then forcefully terminated), which resulted in about 10,000 recorded system calls per executable on average (the maximum number recorded per executable was about 60,000).\(^3\)

4.2 Feature Extraction: System Calls Recorder

The system calls recorder is the only part of our IDS code which is platform-dependent. Other than that, our IDS design is cross-platform (written in Python\(^4\) cross-platform programming language and designed for modularity) and it could easily be modified to operate on Linux OS, using \texttt{strace()} to record system calls by the inspected code, instead of our custom system-calls recorder.

The system calls recorder we have used for Windows records the Nt* system-calls\(^5\). The usage of this low layer of system calls was done in order to prevent


\(^3\)Tracing only the first seconds of a program execution might not detect certain malware types, like “logic bombs” that commence their malicious behavior only after the program has been running some time. However, this can be mitigated both by classifying the suspension mechanism as malicious or by tracing the code operation throughout the program execution life-time, not just when the program starts.

\(^4\)https://www.python.org/

\(^5\)http://undocumented.ntinternals.net/
malware from bypassing Win32API (e.g. `CreateFile()`) recording by calling those lower-level, Nt* APIs (e.g. `NtCreateFile()`). We have recorded 444 different system calls, such as `NtClose()`, `NtWaitForMultipleObjects()`, etc.

There are many ways to implement such a recorder, e.g.: IAT (import address table) patching, EAT (export address table) patching, detours ([25]), Proxy Trojan DLL or kernel hooks (e.g. SSDT or IDT). However, we decided to use debugging events, i.e., to run the inspected code via a custom-made debugger which would set breakpoints and monitor the Nt* API calls from the inspected code.\(^6\)

This method was chose due to the following reasons:

- It uses a documented API that is unlikely to change in following OS versions, e.g., like kernel patching was blocked by Microsoft Patch-Guard feature.
- It monitors only the inspected process, unlike, e.g., proxy dll.
- The debugger has full read and write permissions to a process it attached to and thus it’s harder to fool it.

A thrall discussions of the other alternatives and why they were not chosen can be found in Progress Report #2.

### 4.3 Feature Selection and Classification: The Machine-Learning Classifier

We have implemented the classifier using the Python scripting language and scikit-learn\(^7\), this library provides a common interface for many data-mining and machine-learning algorithms. For most parts of this paper, we used the CART decision tree algorithm\(^8\), similar to C4.5 (J48) decision tree, which was already proven to be a legitimate and even superior algorithm for malware classification (see [17] and section 6.2 for our comparison). This tree is the successor of the ID3 decision tree classifier ([39]), which was the first algorithm to use maximum entropy as a decision factor. A decision tree is invariant under scaling and various other transformations of feature values, is robust to inclusion of irrelevant features, and produces inspectable models. It is commonly used for implementing malware detection (for example in [44]).

The training set for the binary classifier contains malicious and benign executables. The malicious executables were taken from VX Heaven\(^9\). They were selected from the Win32 Virus type (and not, e.g., Trojan, Worm or Rootkit). This focus allowed us both to concentrate on a specific mode of action of the malicious code

---

\(^6\)While, as mentioned in section 2.1, Malware can try to hide, e.g., by detecting if some other application (the IDS) is debugging it, the fact that the process is being debugged (e.g., by the API `IsDebuggerAttached()`) can be concealed by modifying the PEB, as written, for example, in: http://undocumented.ntinternals.net/source/usermode/undocumented functions/nt objects/process/peb.html

\(^7\)http://scikit-learn.org/

\(^8\)http://scikit-learn.org/stable/modules/tree.html

\(^9\)http://vxheaven.org/
and to reduce the chance of infection of other computers caused by using, e.g., worm samples. Benign executables were taken from both the `\Windows\System32` folder and a collection of benign third-party programs. The number of malicious and benign samples in the set was roughly equal (521 malicious samples and 661 benign samples) to prevent the imbalanced data problem - a bias towards classification with the same value as the majority of the training samples, as presented, for example, in [63].

As features for the decision tree we used the position and the type of the system call, i.e. \( \text{sys\_call}[i] = \text{system\_call\_type}[k] \), e.g.: \( \text{sys\_call}[3] = \text{NtCreateFile} \)

One might argue that the position of the system call as a feature may be too specific and may creates over-fitting. In chapter 7 we relax this definition and just denote the position within a window or a region. The results of the camouflaging algorithm, as can be seen in that chapter, did not change significantly. Two reasons are:

- Specific system calls are indicative of malware even in specific locations in the code, e.g. creating a remote thread using the `CreateRemoteThread()` API in the beginning of the code for code injection, or `CreateThread()` to create “logic bombs”.
- Many malware writers tend to use the same bootstrap code and libraries for, e.g., code injection, privilege escalation exploits, encryption or packing, such as Metasploit\(^{10}\). Compiler optimizations such as code blocks reordering or dead code elimination can bring different malware code variants using the same libraries to the same post-compiled system call sequence (same system calls in the same sequence position).

However the main reason for choosing those features is to ease the explanation of our algorithm in section 5. In section 7 we would use more robust features and show that our algorithm works in this case as well.

The number of available feature values was very large (about 850,000)\(^{11}\). Therefore, we performed a feature selection ([22]), selecting the 10,000 (best) features with the highest values for the \( \chi^2 \) (chi-square) statistic out of the 850,000 available features, and created the decision tree based only on the selected features. If more than a single feature has the same \( \chi^2 \) value, their selection order is random.

The \( \chi^2 \) is a statistical hypothesis test in which the sampling distribution of the test statistic is a chi-square distribution when the null hypothesis is true. Test statistics that follow a chi-squared distribution arise from an assumption of independent normally distributed data, which is valid in many cases due to the central limit theorem. A chi-squared test can be used to reject the hypothesis that the data are independent. Here, this statistic measures dependence between stochastic variables, so a trans-

---

\(^{10}\)https://www.metasploit.com/

\(^{11}\)Note that the fact that we have 444 different system calls type being monitored and 10,000 system calls on the trace on average does not mean each of the 444\(^{10},000\) combinations is being considered. A feature value is available only if it ever appeared in any part of the training set. E.g.: If \( \text{sys\_call}[1] \) was never equal to `NWaitForMultipleObjects` in the training set then \( \text{sys\_call}[1]=\text{NWaitForMultipleObjects} \) would not be a valid feature of the tree.
former based on this function “weeds out” the features that are the most likely to be independent of class and therefore irrelevant for classification.

Assume without loss of generality that if the answer is yes (i.e., \( \text{system
call}[i] = \text{system
call
type}[k] \)), the branch is to the right (\( R \) child), and if the answer is no, the branch is to the left (\( L \) child). An example for a simplified system-calls based decision tree is shown in Figure 1.

**Example 1.** In this decision tree, if the inspected code trace contains:
\[ \{ \text{syscall}[1]=\text{NtQueryInformationFile}, \text{syscall}[2]=\text{NtOpenFile}, \text{syscall}[3]=\text{NtWriteFile}, \text{syscall}[4]=\text{NtClose} \} \]
its path in the IDS’ decision tree is: \( M=RRL \) (=Right-Right-Left), since: \( \text{syscall}[2]=\text{NtOpenFile}, \text{syscall}[1]=\text{NtQueryInformationFile} \) and \( \text{syscall}[3]! = \text{NtAddAtom} \), and it would be classified as a malicious.

If the code trace contains:
\[ \{ \text{syscall}[1]=\text{NtQueryInformationFile}, \text{syscall}[2]=\text{NtOpenFile}, \text{syscall}[3]=\text{NtAddAtom}, \text{syscall}[4]=\text{NtClose} \} \]
the classifier would declare this code as benign, because the decision path would be \( P1=RRRL \), since: \( \text{syscall}[2]=\text{NtOpenFile}, \text{syscall}[1]=\text{NtQueryInformationFile} \) and \( \text{syscall}[3]=\text{NtAddAtom}, \text{syscall}[4]! = \text{NtWriteFile} \).

The actual decision tree generated by the training set can be found in appendix A.1.

**4.3.1 Decision Tree Learning (DTL) Algorithm** Our aim is to find a small tree consistent with the training examples.

The idea: (recursively) choose “most significant” attribute as root of (sub)tree:

\[ \text{function } ID3\_Decision\_Tree(\text{examples}, \text{attributes}) \]
1. Create a root node for the tree
2. If all examples have the same target value: Return the single-node tree \textit{root} labeled by that value
3. If no attributes were left: Return the single-node tree \textit{root} labeled by the most common value in examples
4. else:
   a) Select the attribute \( A \) that best classifies the examples
   b) for each value \( v \) of \( A \) do:
      i. Split the tree (add a new branch to the tree corresponding to \( v \))
      ii. If there are no examples having value \( v \) for the attribute \( A \): Add a leaf node below this branch labeled by the most common value in examples
      iii. else: Create a subtree below this new branch

How do we choose the feature to split by? A good feature splits the examples into subsets that are (ideally) “all positive” or “all negative”.

An example of two possible features appear in Figure 2.

Fig. 2. Example Features to Split-by

In this case, \textit{Patrons?} is a better choice: It minimizes the entropy and increases the uniformity of the classification of the members in the splatted groups, in comparison to the \textit{Type?} feature.

4.3.2 Entropy To select the attribute that best classifies the examples, show in step 4.a in section 4.3.1, we’d use terms taken from Shannon’s information theory:

Information Content (Entropy), ([39]):

\[ H(V) = \sum_{i=1}^{n} P(v_i) \cdot \log\left(\frac{1}{P(v_i)}\right) \]

Where \( v_1, \ldots, v_n \) are the different possible values the random variable \( V \).

The entropy for a training set containing \( p \) positive examples and \( n \) negative examples:

\[ I\left(\frac{p}{p+n}, \frac{n}{p+n}\right) = -\frac{p}{p+n} \log\left(\frac{p}{p+n}\right) - \frac{n}{p+n} \log\left(\frac{n}{p+n}\right) \]

4.3.3 Information Gain (IG) A chosen attribute \( A \) divides the training set \( E \) into subsets \( E_1, \ldots, E_v \) according to their values for \( A \), where \( A \) has \( v \) distinct values:

\( \text{reminder}(A) = \sum_{i=1}^{v} \frac{p_i + n_i}{p+n} \cdot I\left(\frac{p_i}{p_i+n_i}, \frac{n_i}{p_i+n_i}\right) \)

Information Gain (IG) or reduction in entropy from the attribute test is:

\( IG(A) = I\left(\frac{p}{p+n}, \frac{n}{p+n}\right) - \text{reminder}(A) = I\left(\frac{p}{p+n}, \frac{n}{p+n}\right) - \sum_{i=1}^{v} \frac{p_i + n_i}{p+n} \cdot I\left(\frac{p_i}{p_i+n_i}, \frac{n_i}{p_i+n_i}\right) \)

Thus, we choose the attribute with the largest IG.
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4.3.4 Gini Impurity  An alternative method to choose the attribute that best classifies the examples is Gini impurity. This is a measure of how often a randomly chosen element from the set would be incorrectly labeled if it were randomly labeled according to the distribution of labels in the subset. Gini impurity can be computed by summing the probability of each item being chosen times the probability of a mistake in categorizing that item. It reaches its minimum (zero) when all cases in the node fall into a single target category.

To compute Gini impurity for a set of items, suppose $i \in \{1, 2, ..., m\}$, and let $f_i$ be the fraction of items labeled with value $i$ in the set.

$$I_{G}(f) = \sum_{i=1}^{m} f_i (1 - f_i) = \sum_{i=1}^{m} (f_i - f_i^2) = \sum_{i=1}^{m} f_i - \sum_{i=1}^{m} f_i^2 = 1 - \sum_{i=1}^{m} f_i^2$$

This was the method used by our classifier, since it’s faster to compute than IG, which contains a more expensive log calculation, with minor effect on the result classifications.
5 The Camouflage Algorithm Implementation

As was discussed above, the goal of the camouflage algorithm is to modify the sequence of system calls of the inspected code in a way that would not harm its functionality but would cause the classifier to change its classification decision from malicious to benign. This is done by finding a benign decision path (i.e., a path that starts from the tree root and ends in a leaf with benign classification) in the decision tree with the minimal edit distance ([35]) from the decision path of the malware (or the minimal Levenshtein distance between the paths’ string representations) and then adding (to prevent harming the malware functionality, we are not removing or modifying) system calls to change the decision path of the modified malware code to that of the benign path. Selecting the minimal edit distance means less malware code modifications. We define the edit distance between the paths $M$ and $P$ as: $d(M, P)$.

Calculating the Levenshtein distance was done using the python-Levenshtein library\(^\text{12}\). The algorithm for finding the Levenshtein distances matrix between 2 strings appears in Appendix B and the algorithm to compute the edit operations from it appear in Appendix C.

In order to modify the system call sequence without affecting the code’s functionality, we add the required system calls with invalid parameters. This can be done for most system calls with arguments. Others can be called and ignored. For example: opening a (non-existent) file, reading (0 bytes) from a file, closing an (invalid) handle, etc.

One may claim that the IDS should consider only successful system calls to counter this method. However, such claim may not be safe because every system call may fail (e.g., a failure to open a socket due to the lack of internet connectivity, etc.). Furthermore, even if the IDS observes the function arguments, it is difficult for it to determine whether a system call is invoked with invalid parameters just to fool it, since even system calls of legitimate programs are sometimes being called with arguments that seem to be invalid, e.g.: trying to read a registry key, and creating it (only) if it doesn’t already exist. Thus, such IDS might generate false classification. In addition, IDSs that verify the arguments as done in [53] tend to be much slower (4-10 times slower, as mentioned by the same authors in [54]). The conclusion is that the insertion of system calls with invalid arguments is a reasonable method to use by the camouflage algorithm.

In the basic version of our classifier, an internal node in the decision tree contains a decision condition of the form: $\text{system\_call}[i] = \text{?} \text{ system\_call\_type}[k]$. As mentioned in section 4.3, we can assume without loss of generality that if the answer is yes (i.e., $\text{system\_call}[i] = \text{system\_call\_type}[k]$), the branch is to the right ($R$ child), and if the answer is no, the branch is to the left ($L$ child). The algorithm will add system calls that will cause the desired branching to take place, as shown in Figure 3.

\(^{12}\text{https://github.com/ztane/python-Levenshtein/}\)
An example of a decision tree is presented in Figure 1. In this decision tree, if the malware code trace contains:
(decision path: $M' = RRRR$, classified as a malicious) and if the algorithm will insert as the fourth system call a system call with a different type than $NtWriteFile$, the classifier will declare this malware code as benign, since the decision path would change from $M'$ to $P1$.

The general algorithm is depicted in Algorithm 1. Before explaining the details of the algorithm, let's discuss the possible edit operations when modifying a malware decision path. We will demonstrate the edit operations using two decision trees, depicted in Figure 1 and Figure 4:

1. **Substitution**: There can be two types of substitutions: $Sub_L$ - a substitution $L \rightarrow R$ (e.g., from $P8=RRRL$ to $P9=RRRR$ in Figure 4) and $Sub_R$ - a substitution $R \rightarrow L$ (e.g., from $M=RRR$ to $P3=LRL$ in Figure 1).
2. **Addition**: $Add_R$ - an addition of $R$ (e.g., from $M=RRL$ to $P1=RRRL$ in Figure 1) or $Add_L$ - an addition of $L$ (e.g., from $P7=RRL$ to $P4=LRRL$ in Figure 4).
3. **Deletion**: $Del_L$ - A deletion of $L$ (e.g., from $P10=LRL$ to $P6=RL$ in Figure 4) or $Del_R$ - a deletion of $R$ (e.g., from $P7=RRL$ to $P6=RL$ in Figure 4).

Since the only allowed modification is an insertion of a dummy system call, the algorithm handles the above 6 edit operations as follows:
Fig. 4. A Different System Call-Based Decision Tree

- If the edit_op is Sub_L, or Add_R, or Del_L: Given that the condition (in the parent node of the modified\added node) is:
  sys\_call[i] = ? sys\_call\_type[k], add sys\_call[i]=sys\_call\_type[k]. Note that the equivalent of Del_L is Sub_L followed by a tree re-evaluation, since this is the only edit op allowing you to remove the L without actually deleting a system call, which might harm the code’s functionality.
- If the edit_op is Sub_R, or Add_L or Del_R: Given that the condition:
  sys\_call[i] = ? sys\_call\_type[k], add sys\_call[i]=sys\_call\_type[m] s.t. m \neq k. The above note about deletion applies here too, with R \leftrightarrow L.

After each edit operation, the malware trace changes: The dummy system call addition might have affected every condition on the tree in the form of:
  sys\_call[j] = ? sys\_call\_type[k] s.t. j \geq i. Therefore, we need to re-evaluate the entire decision path and find again the benign paths which are closest to it. Step 2(a) exists in-order to minimize the effects of the current edit operation on the path after re-evaluating it. Step 3 prevents an endless switch between 2 different most promising paths. max\_decision\_path\_count should be chosen to be longer than the longest path in the tree.

Example 2. We demonstrate Algorithm 1 using the decision tree in Figure 1:

Given the malware code:
Its path in the IDS’ decision tree is: M=RRL (=Right-Right-Left), and the benign paths in the decision tree are: P1=RRRL, P2=LLL and P3=LRL, the edit distances are d(M, P1)=1, d(M, P2)=2, d(M, P3)=1.
The tuples to check are: \{(M, P1), (M, P2), (M, P3)\}.
We have two paths with a minimal edit distance: edit\_sequence(M, P1)={Add_R (at position 3)} and edit\_sequence(M, P3) = {Sub_R(at position 1)}. 
Algorithm 1 No Input Transformation System-Calls Based Decision Tree’s Camouflage Algorithm

1. Given the decision tree of the IDS and a specific malware trace (i.e. its sequence of system calls as recorded) with the decision tree’s path M, find all the IDS’ decision tree’s benign paths, P1..Pm, and create a list l of m tuples to check: \{(M, P1), (M, Pm)\}. Set \text{path\_count}[M] = 0

2. For each tuple \( \text{dec\_path}, Pj \) in l, find the minimum edit distance between \text{dec\_path} and \( Pj \), \( d(\text{dec\_path}, Pj) \). Select the tuple with the minimal such edit distance and find the minimal sequence of edit operations needed to change \text{dec\_path} to \( Pj \), ordered from the root of the tree to the leaf\(\text{classification node} \) (i.e. by position in the decision path). If l is empty: Report failure.

   a) If there is more than a single path with the same minimal edit distance, look at the first edit operation in each such path. Assuming the condition is of the form: \text{system\_call}[i] =? \text{system\_call\_type}[k], select the path that maximizes i.

3. Set \text{path\_count}[\text{dec\_path}] += 1. If \text{path\_count}[\text{dec\_path}] \geq \text{max\_decision\_path\_count} : Remove all tuples that contain \text{dec\_path} from l and go to step 2.

4. Assuming the benign path to fit is \( Pj \), modify the malware code based on the first edit operation in the edit sequence, as was explained above:

   a) If the edit_op is \text{Sub}_L, \text{Add}_R, or \text{Del}_L, then: Add \text{sys\_call}[i]=\text{sys\_call\_type}[k].
   
   Else: Add \text{sys\_call}[i]=\text{sys\_call\_type}[m] s.t. m \neq k.

5. \text{system\_call}[i..n] from before the modification now become \text{system\_call}[i+1..n+1]. Re-evaluate the new system call sequence and generate a new decision path \( M' \).

6. If \( M' \) ends with a benign leaf: Report success.

   Else: Remove \( \text{dec\_path}, Pj \) from l, and add all the tuples with the modified malware code \{(M', P1), (M', Pm)\} to l. Set \text{path\_count}[M'] = 0

7. Go to step 2.

The condition for which we need to add \text{R} in \text{P1} is: \text{system\_call}[3] = \text{NtAddAtom}. Thus: \( i=3 \).

The condition for which the edit operation applies in \text{P3} is:
\text{system\_call}[2] = \text{NtOpenFile}. Thus: \( i=2 \).

Therefore, we start from \text{P1} and not from \text{P3}, since its index is larger.

In order to modify \( M \) to \text{P1}, we add: \text{sys\_call}[3] = \text{NtAddAtom(NULL, 0, NULL)} (the edit\textunderscore op is \text{Add}_R). Notice that we add the system call with invalid parameters.

The new malware code is: \{\text{sys\_call}[1]=\text{NtQueryInformationFile}, \text{sys\_call}[2]=\text{NtOpenFile}, \text{sys\_call}[3]=\text{NtAddAtom}, \text{sys\_call}[4]=\text{NtWriteFile}, \text{sys\_call}[5]=\text{NtClose}\}. Its decision path is \( M' = \text{RRRRR} \).

\( M' \) is not classified as benign – so we remove \( (M, P1) \), and add all the tuples with the modified code \( M' \).

Thus, we need to examine: \{ \{(M, P2), (M, P3), (M', P1), (M', P2), (M', P3)\} \}. The tuple we would inspect in the next iteration is \( (M', P1) \): \( d(M', P1)=1 \) and \( i=4 \) (which is larger than 2 for \( M, P3 \)).
The algorithm would converge after the next iteration, in which we would add
\texttt{sys\_call[4]=NtWriteFile}, and the modified malware code would be classified as
benign (P1).

The system calls insertion would ideally be done automatically, e.g., by usage of
tools such as \textit{LLVM}, as done in [31]. As mentioned by the authors, however, such
tools are currently lack support for dealing with the Windows CRT and Platform
SDK API calls, as used by most Windows malware. Thus we assume that the at-
tacker would manually insert the system calls, added by the camouflage algorithm,
to the malware source code. This is demonstrated for the “Beetle” virus, in section
6.3.

While there is no guarantee that the algorithm would converge (step 3 in Al-
gorithm 1 exists in-order to prevent an infinite loop by switching back and forth
between the same paths), it did converge successfully for all the tested samples,
as shown in section 6. The reason for this is the rationale behind the decision tree
based on system calls: The behavior of malware (and thus the system call sequences
used by it) is inherently different from that of benign software. Because of that, and
since the decision tree is trying to reduce the entropy of its nodes, the malicious and
benign software are not spread uniformly at the leaf nodes of the decision tree and
tend to be clustered at certain areas. Our path modifications direct the decision path
to the desired cluster.

\subsection*{5.1 Run-Time Performance}

While we hadn’t measure our camouflage algorithm performance, we can estimate
the effect on the code’s performance by the amount of code we add. The decision
tree’s longest path in our classifier is less than 20 decision nodes long. Thus, we add
no more than 20 system calls. If the average code flow is 10,000 system calls, we
get an upper bound on the performance degradation of less than 0.02%.

In practice, most modifications were much shorter, with 1-2 additional system
calls on average.
6 Experimental Evaluation

6.1 IDS Detection Rate

In order to test the true positive detection rate of our IDS for both benign software and malware, we have used benign files collection from the Program Files folder of Windows XP SP3 and from our collection of third party benign programs and malware of Win32 Virus type, from VX Heaven’s collection. The test set contained about 650 benign programs and about 500 malware. The files used to test the detection rate were different from the ones used to train the IDS in section 4.3 and thus they present code that wasn’t encountered before. The malware detection rate and the benign detection rate (as computed by the definitions specified in section 3.1), were 84.3% and 88.9% respectively, as shown in the first line of Table 1.

6.2 Comparison To Other Classification Algorithms

We have chosen to attack the decision tree classifier in this thesis. However, before we quantify our results, we should verify that this classifier isn’t under-performed by other classification algorithms, which would render our attack useless in practice. We’ve compared the effectiveness of different classification algorithms, using the same IDS, features, training set and test set. The mathematical and technical background for the other classifiers is outside the scope of this thesis, but is brought, for the reader’s convenience, in Appendix D.

The evaluation criteria between the different classifiers is shown in section 3.1. The results appear in Table 1.

<table>
<thead>
<tr>
<th>Classifier Type</th>
<th>Malware Detection Rate (TPR)</th>
<th>Benign Software Detection Rate (TNR)</th>
<th>MCC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Decision Tree</td>
<td>84.3</td>
<td>88.9</td>
<td>0.76</td>
</tr>
<tr>
<td>Random Forest</td>
<td>86.1</td>
<td>89.5</td>
<td>0.77</td>
</tr>
<tr>
<td>K-Nearest Neighbors</td>
<td>89.4</td>
<td>86.9</td>
<td>0.77</td>
</tr>
<tr>
<td>Naïve Bayes (Gaussian)</td>
<td>87.0</td>
<td>54.5</td>
<td>0.50</td>
</tr>
<tr>
<td>Naïve Bayes (Bernoulli)</td>
<td>97.9</td>
<td>59.9</td>
<td>0.64</td>
</tr>
<tr>
<td>Ada-Boost</td>
<td>87.4</td>
<td>84.8</td>
<td>0.74</td>
</tr>
<tr>
<td>Support Vector Machine (Linear)</td>
<td>87.5</td>
<td>86.4</td>
<td>0.76</td>
</tr>
<tr>
<td>Support Vector Machine (RBF)</td>
<td>96.3</td>
<td>74.9</td>
<td>0.74</td>
</tr>
</tbody>
</table>

We can see that all classifiers out-performed random classification (with more than 50% detection rate for both malware and benign software).
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We also see that, as expected, the Bernoulli NB classifier performs better than the Gaussian one, because the features are independent booleans.

Except for the NB classifiers (with both Gaussian and Bernoulli distributions) and the RBF-kernel based SVM, most classifiers had similar detection rates. The Random Forest classifier and k-Nearest Neighbors classifier were the best overall, taking into account both malware and benign software detection rate (by maximizing the MCC), where the k-Nearest Neighbors classifier was better in malware detection and the Random Forest classifier was better in benign software detection.

One might ask: Why is a Random Forest classifier better in classifying benign software while k-NN is better classifying malware?

As mentioned in Section 5, our assumption is that malicious software tend to have similar behavior. In a virus this might be file infection, manifested as many file access API calls. Thus, many malware have similar features, k-NN is classifying by the nearest neighbors, which best fit when software with similar features are similarly classified. Since malware have similar features, k-NN works best for them.

Different benign software types, on the other hand, have different features, e.g., a browser would have many network API calls while a compression utility would have many file and mathematics API calls. However, different decision trees, each trained by a subset of features that fit a different type of benign software (e.g., a browser or a compression utility), would compose a Random Forest that could successfully classify benign programs.

While the Random Forest classifier and k-Nearest Neighbors classifier were the best overall, the Decision Tree classifier, used in the other sections, is almost identical in its performance; since its much easier to implement and test, we used this classifier in most of the thesis, before extending it to a random forest classifier in section 10.

6.3 Camouflage Algorithm Effectiveness

In-order to test our camouflage algorithm, we have selected all the malware samples from our test set, which were correctly classified (i.e., as malicious) by our IDS, 436 samples. We applied the camouflage algorithm on the samples. The results appear in the first line of Table 10; 84.3% of the samples were identified before applying the camouflage algorithm on their system call sequence, as shown in the first line of Table 4. However, none of the camouflaged system call sequences of the same samples were identified by our IDS (effectiveness of 100%, by the definition in section 3, and thus the modified malware false-negative rate in Table 2 is 100%). The value of $\max_{\text{decision path count}}$ in section 5 was set to 30.

To test a complete “end-to-end” application of our system in real-life, we used the source code of the virus “Beetle”\textsuperscript{13}. We compiled the source code and ran it through our IDS. The virus system call trace was classified correctly as malicious by our IDS. After using our camouflage algorithm, we received the modified system

\textsuperscript{13}The description and the source code of this virus are available at: http://vxheaven.org/lib/vpe01.html
call sequence, which was classified as benign by our IDS. We matched the system calls in this sequence to the virus original source code, and applied the same modifications to it - and then recompiled the modified version. The modified version of the virus was then run in our IDS, and was falsely classified by it as benign. As expected, the malicious functionality of the code remained intact.

6.4 Training Set Updates

In order to test the stability of our camouflage, we have added increments of 10 additional benign programs and 10 additional malware system call sequences to our IDS training set (or DB) - a 1.7% increment in the training set size, totaling 785 benign programs and 639 malware in the training set. This increment had a negligible effect on the detection rate of the IDS as a whole. After recalculating the decision tree, the benign detection rate changed from 88.9% to 88.7% and the malware detection rate changed from 84.3% to 86.5% for the same test set, as shown in the last line of Table 4. However, this update had a significant effect on the stability of the camouflage, by the definition given in section 3.1, as shown in Table 2. A false-negative rate of 100% means that none of the camouflaged malware system-calls traces were classified as malicious. The percentage is out of the 84.3% of malware that were successfully classified by the IDS in section 6.1.

<table>
<thead>
<tr>
<th>DB Increment (Percentage)</th>
<th>Modified Malware False-Negative Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 (original DB)</td>
<td>100.0</td>
</tr>
<tr>
<td>1.7</td>
<td>74.5</td>
</tr>
<tr>
<td>6.8</td>
<td>67.9</td>
</tr>
<tr>
<td>11.8</td>
<td>63.1</td>
</tr>
<tr>
<td>13.5</td>
<td>50.5</td>
</tr>
<tr>
<td>16.9</td>
<td>44.3</td>
</tr>
</tbody>
</table>

We see that even less than 2% increment in the training set causes a 75% stability rate. The reason is that even a small increment cause a re-calculation of the entire decision tree, where the distinguishing features might be different from the original decision tree, rendering the camouflage useless. Furthermore, we see that the larger the increase in the training set - the lower the stability rate becomes (down to 44%, when the training set size is being increased by 17%).

This means that training set updates can decrease the camouflage algorithm effectiveness.

However, frequent classifier updates isn’t a big concern for an attacker: the classifier size (300-400MB in our case - not including sandbox update of GBs of data), makes a full replacement of the classifier expensive, and would cause maintainability issues. To mitigate that, replacing it infrequently would allow an attacker to
modify the malware code to fit the new classifier. Another possibility is using incremental decision trees, updating the classifier in the client’s system instead of replacing the entire classifier. The camouflage against incremental CART algorithms, as mentioned in [12], is more stable by design since in-order to reduce the computation burden by invoking the CART procedure repeatedly, the decision tree usually remains the same, or have a new split close to the original tree leaves. The camouflage would become infective only if the malware code flaw was modified, which is less likely in this case. Since scikit-learn doesn’t have an incremental decision trees implementation, we have tried to implement the CART extension in Python on our own. However, due-to the programming language memory limitations - we weren’t able to create incremental decision trees with a training set size of more than 150 samples - about 10% the size of our scikit-learn classifiers’ training set. Since implementing such trees in a different language requires a complicated interop mechanism that is beyond the limits of this thesis, the numerical results of testing our camouflage against incremental CART decision trees would be presented in future research.

However, even if we take the results as-is, a 50% success rate for the camouflage algorithm is not something which is tolerable by an IDS - and the system would be considered unsafe against the camouflage algorithm variants even in such case.

6.5 Partial Knowledge of the IDS

So far, we have assumed that the attacker has full knowledge of the classifier type, the training set used to create it, and its features, in-order to generate the exact same classifier and use it to camouflage the malicious code. We can alleviate this assumption: If the attacker can gain partial knowledge about the training set, he can construct the simulated classifier using only the training set he knows about and use it in Algorithm 1. Such partial knowledge is easy to gather, e.g., using the VirusTotal samples closest to the IDS release date, which are very likely to be used as part of the IDS training set. This makes the implementation of this variant more feasible.

6.5.1 Partial Training Set Knowledge We have trained the attacker classifier using a part of the training set which is used by the IDS classifier, as mentioned in section 6. We then camouflaged the entire test set using Algorithm 1, based on the attacker partial knowledge based classifier. The success rate of the camouflage is shown in Table 3.

Notice that the training set updates, mentioned in the previous section, also reflect partial knowledge of the training set: full knowledge of the original training set, but not about the updates. The numbers in both cases (Tables 2 and 3) are similar: about 50% camouflage algorithm effectiveness for knowledge of 85% of the training set.

Table 3. Camouflage Algorithm Effectiveness Using Partial DB

<table>
<thead>
<tr>
<th>Percentage of Training Set known to the Attacker</th>
<th>Modified Malware False-Negative Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>100 (original DB)</td>
<td>64.0</td>
</tr>
<tr>
<td>86.4</td>
<td>56.6</td>
</tr>
<tr>
<td>77.7</td>
<td>31.3</td>
</tr>
<tr>
<td>69.1</td>
<td>25.4</td>
</tr>
</tbody>
</table>

6.5.2 Full Training Set Knowledge, Lack of Features’ Knowledge  As mentioned in section 4.3, we select only the most statistically-significant 10,000 features. If more than a single feature has the same $\chi^2$ value, their selection order is random. In this case, a different classifier might be generated by the attacker from the same training set. The same is correct for Gini impurity, during the construction of the decision tree out-of those selected features. Therefore, we tested a case of full knowledge about the training set, but not about the features being selected, in case of chi-square equality during feature selection and Gini impurity equality during decision tree building. As can be seen in the first line of Table 3, in this case the camouflage is 64% effective. However, as the training set grows, the probability of getting the same classifier increases, since the features would tend to have different chi-square and Gini impurity values, and the effect lacking feature knowledge would be reduced.

From all experiments, it is clear that the camouflage algorithm is useful to an attacker - even with partial knowledge of the classifier.
7 Countering the Basic Camouflage: Input Transformation

As mentioned in the previous sections, the input to our IDS is a sequence of (system.Call.Type, position) tuples, represented as an array of system calls. The basic form of decision tree node condition is: system.Call[i] = system.Call.Type[k]. However, using this kind of input makes the IDS classification fragile: It’s enough that we add a single system call in the middle of the sequence or switch the positions of two system calls, to change the entire decision path.

Therefore, we want to transform the input data (the system call array) in a way that would make a modification of the inspected code harder to impact the modified code’s decision tree path, thus countering the camouflage algorithm.

7.1 Section-based transformations

In order to define those transformations, we first divide the system call sequence to small sections of consecutive system calls. Each system calls section would have a fixed length, m.

Thus, section[i] = {sys.Call[(i-1)*m+1],..,sys.Call[i*m]}.

In an order-preserving without duplicates removal section-based transformation, we define the discrete values of the the decision nodes in the tree to be:

section[i] = ? sys.Call[(i-1)*m+1], sys.Call[(i-1)*m+2],.., sys.Call[i*m].

Notice that when m=1 this is equivalent to no transformation.

Example 3. If the inspected code has 6 system calls:

then

section[1] = NtQueryInformationFile, NtOpenFile, NtYieldExecution and
section[2]= NtWriteFile, NtClose

However, this transformation is more specific than the basic model - so it would be easier to fool - and thus we didn’t use it.

This changes when adding duplicates removal: If there is more than a single system call of the same type in a section - only the first instance (which represent all other instances) appears in the section. This transformation prevents the possibility of splitting a system call into separate system calls: e.g. two NtWriteFile() calls, each writing 100 bytes, instead of a single call writing 200 bytes. Therefore, this was the first transformation we used.

Example 4. In the example shown in the former transformation:

section[1] = NtQueryInformationFile, NtOpenFile, NtYieldExecution and

The second section-based transformation we examined is non-order-preserving without duplicates removal. This transformation is identical to the order-preserving without duplicates removal transformation, except for the fact that the system calls
in each section are ordered in a predetermined manner (lexicographically), regardless of their order of appearance in the trace. Using this transformation decreases the probability of affecting the decision tree path by switching the places of two arbitrary system calls. Only the switching of two system calls from different sections might affect the decision path.

**Example 5.** In the example shown in the former transformation:


In this transformation, the probability of affecting the decision tree path by switching the places of two arbitrary system calls is \( \frac{n-m}{n} \) times the probability of the non-order-preserving without duplicates removal transformation, since switching of two system calls affect the node condition only if the two system calls are in different sections.

The last transformation we considered is non-order-preserving with duplicates removal. This transformation is identical to the former, except for the fact that only one instance (which represents all other instances) would appear in the section if there is more than a single system call of the same type in a section. This transformation handles both system calls switching and splitting. Notice that this transformation makes a section similar to a set of system calls: Each value can appear at most once, without position significance.

**Example 6.** In the example shown in the former transformation:


### 7.2 Histogram-based transformations

The histogram-based transformations switch the keys and values of the section-based transformations, that is, for each system call we enumerate all the sections in which it appears:

The first histogram-based transformation is without duplicates removal. In this transformation, we concatenates all the sections in which a system call type appear.

**Example 7.** In the example from section 7.1:

NtQueryInformationFile=section[1], NtOpenFile=section[1], NtYieldExecution=section[1], NtWriteFile=section[2], section[2] and: NtClose=section[2].

The second histogram-based transformation is with duplicates removal.

**Example 8.** In the example from the last transformation:

NtQueryInformationFile=section[1], NtOpenFile=section[1], NtYieldExecution=section[1], NtWriteFile=section[2], and: NtClose=section[2].
8 Experimental evaluation of the transformed IDS model

8.1 IDS detection rate - Decision trees

In order to test the true positive detection rate of our modified IDS, we used the same test set used for the basic model.

A section size of $m=10$ was chosen.

The detection rate, computed by the definitions specified in section 3.1, appear in Table 4.

Table 4. Detection Rate of the Decision Tree Classifier by Input Transformation Type

<table>
<thead>
<tr>
<th>Input Type</th>
<th>Malware Detection Rate</th>
<th>Benign Software Detection Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>No transformation - original DB</td>
<td>84.3</td>
<td>88.9</td>
</tr>
<tr>
<td>Section-based, non order-preserving, without</td>
<td>87.4</td>
<td>90.7</td>
</tr>
<tr>
<td>duplicates removal</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Section-based, non order-preserving, with duplicates</td>
<td>86.5</td>
<td>88.1</td>
</tr>
<tr>
<td>removal</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Section-based, order-preserving, with duplicates</td>
<td>87.6</td>
<td>91.3</td>
</tr>
<tr>
<td>removal</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Histogram-based, without duplicates removal</td>
<td>72.5</td>
<td>94.5</td>
</tr>
<tr>
<td>Histogram-based, with duplicates removal</td>
<td>72.3</td>
<td>93.9</td>
</tr>
<tr>
<td>No transformation - updated DB</td>
<td>86.5</td>
<td>88.7</td>
</tr>
</tbody>
</table>

As can be seen from this table, section-based transformations are effective, by the definition in section 3, while histogram-based transformation aren’t. The best input-transformed classifier, order-preserving, with duplicates removal, appear in Appendix A.2.

8.2 IDS detection rate - Other classifiers

In section 6.2, we have presented different classifiers detection rates. The effect of the input transformations mentioned in section 7 on their detection rate appear in Tables 5-9.

We can see that in-general, histogram-based outperformed section-based input transformations by the criteria provided in section 3.1. We also see that different classifiers have different better-suited input transformation. For instance, section-based, non order-preserving, without duplicates removal is better suited for a Linear SVM classifier while section-based, order-preserving, with duplicates removal transformation is better suited for random forest classifier.
Table 5. Detection Rate of the Naive Bayes (Gaussian) Classifier by Input Transformation Type

<table>
<thead>
<tr>
<th>Input Type</th>
<th>Malware Detection Rate</th>
<th>Benign Software Detection Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>No transformation</td>
<td>87.0</td>
<td>54.5</td>
</tr>
<tr>
<td>Section-based, non order-preserving, without duplicates removal</td>
<td>91.3</td>
<td>72.5</td>
</tr>
<tr>
<td>Section-based, non order-preserving, with duplicates removal</td>
<td>88.8</td>
<td>74.3</td>
</tr>
<tr>
<td>Section-based, order-preserving, with duplicates removal</td>
<td>87.0</td>
<td>76.1</td>
</tr>
<tr>
<td>Histogram-based, without duplicates removal</td>
<td>77.2</td>
<td>91.1</td>
</tr>
<tr>
<td>Histogram-based, with duplicates removal</td>
<td>77.0</td>
<td>91.5</td>
</tr>
</tbody>
</table>

Table 6. Detection Rate of the Linear SVM Classifier by Input Transformation Type

<table>
<thead>
<tr>
<th>Input Type</th>
<th>Malware Detection Rate</th>
<th>Benign Software Detection Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>No transformation</td>
<td>86.5</td>
<td>86.4</td>
</tr>
<tr>
<td>Section-based, non order-preserving, without duplicates removal</td>
<td>88.0</td>
<td>90.0</td>
</tr>
<tr>
<td>Section-based, non order-preserving, with duplicates removal</td>
<td>84.1</td>
<td>88.7</td>
</tr>
<tr>
<td>Section-based, order-preserving, with duplicates removal</td>
<td>87.0</td>
<td>88.7</td>
</tr>
<tr>
<td>Histogram-based, without duplicates removal</td>
<td>65.4</td>
<td>97.2</td>
</tr>
<tr>
<td>Histogram-based, with duplicates removal</td>
<td>64.4</td>
<td>97.4</td>
</tr>
</tbody>
</table>

Table 7. Detection Rate of the AdaBoost Classifier by Input Transformation Type

<table>
<thead>
<tr>
<th>Input Type</th>
<th>Malware Detection Rate</th>
<th>Benign Software Detection Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>No transformation</td>
<td>87.4</td>
<td>84.8</td>
</tr>
<tr>
<td>Section-based, non order-preserving, without duplicates removal</td>
<td>86.9</td>
<td>87.5</td>
</tr>
<tr>
<td>Section-based, non order-preserving, with duplicates removal</td>
<td>86.9</td>
<td>89.3</td>
</tr>
<tr>
<td>Section-based, order-preserving, with duplicates removal</td>
<td>83.0</td>
<td>91.7</td>
</tr>
<tr>
<td>Histogram-based, without duplicates removal</td>
<td>68.3</td>
<td>92.7</td>
</tr>
<tr>
<td>Histogram-based, with duplicates removal</td>
<td>68.5</td>
<td>91.7</td>
</tr>
</tbody>
</table>
Table 8. Detection Rate of the Random Forest Classifier by Input Transformation Type

<table>
<thead>
<tr>
<th>Input Type</th>
<th>Malware Detection Rate</th>
<th>Benign Software Detection Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>No transformation</td>
<td>86.1</td>
<td>89.5</td>
</tr>
<tr>
<td>Section-based, non order-preserving, without</td>
<td>82.8</td>
<td>91.9</td>
</tr>
<tr>
<td>duplicates removal</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Section-based, non order-preserving, with</td>
<td>82.6</td>
<td>91.9</td>
</tr>
<tr>
<td>duplicates removal</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Section-based, order-preserving, with</td>
<td>86.3</td>
<td>91.5</td>
</tr>
<tr>
<td>duplicates removal</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Histogram-based, without duplicates removal</td>
<td>59.2</td>
<td>98.4</td>
</tr>
<tr>
<td>Histogram-based, with duplicates removal</td>
<td>60.9</td>
<td>97.0</td>
</tr>
</tbody>
</table>

Table 9. Detection Rate of the k-NN Classifier by Input Transformation Type

<table>
<thead>
<tr>
<th>Input Type</th>
<th>Malware Detection Rate</th>
<th>Benign Software Detection Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>No transformation</td>
<td>89.4</td>
<td>86.0</td>
</tr>
<tr>
<td>Section-based, non order-preserving, without</td>
<td>78.9</td>
<td>93.7</td>
</tr>
<tr>
<td>duplicates removal</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Section-based, non order-preserving, with</td>
<td>81.6</td>
<td>93.1</td>
</tr>
<tr>
<td>duplicates removal</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Section-based, order-preserving, with</td>
<td>80.3</td>
<td>92.1</td>
</tr>
<tr>
<td>duplicates removal</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Histogram-based, without duplicates removal</td>
<td>42.2</td>
<td>98.6</td>
</tr>
<tr>
<td>Histogram-based, with duplicates removal</td>
<td>40.2</td>
<td>98.4</td>
</tr>
</tbody>
</table>

8.3 Camouflage algorithm - Decision trees

In order to test our camouflage algorithm stability vs. the modified IDS, we have used the same malware samples which were used before. That is, we used the camouflage algorithm shown in Algorithm 1 to modify their system call traces. Then we applied the input transformation on the modified system call traces - we then fed them to the input-transformed IDS variant. The results appear in Table 10.

We see that each input transformation decreases the effectiveness of the camouflage generated by Algorithm 1 dramatically. This makes sense, since Algorithm 1 modifies single system calls, not entire sections or system calls frequencies, as detected by the input transformations mentioned in this section. In the next section we modify the camouflage algorithm, to deal with input transformations and remain effective.
Table 10. Percentage of Successfully Camouflaged Malware Samples When Using Input Transformations

<table>
<thead>
<tr>
<th>Input Type</th>
<th>Modified Malware False-Negative Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>No transformation (original DB)</td>
<td>100.0</td>
</tr>
<tr>
<td>Section-based, non order-preserving, without duplicates removal</td>
<td>18.8</td>
</tr>
<tr>
<td>Section-based, non order-preserving, with duplicates removal</td>
<td>17.2</td>
</tr>
<tr>
<td>Section-based, order-preserving, with duplicates removal</td>
<td>17.4</td>
</tr>
<tr>
<td>Histogram-based transformation, without duplicates removal</td>
<td>24.8</td>
</tr>
<tr>
<td>Histogram-based transformation, with duplicates removal</td>
<td>21.1</td>
</tr>
</tbody>
</table>

9 Countering the Input Transformations with Custom-Fit Camouflage Algorithm

One might argue that camouflaging a system call trace in our basic IDS (without the transformations suggested in section 7) is an easy task. One needs to add only a single system call at the beginning to change all following system calls positions, thus affecting the decision path in the tree. Can we apply our camouflage algorithm on our section-based IDS with the same effectiveness?

In order to fit our camouflage algorithm to section-based transformations, we have slightly modified Algorithm 1: In each iteration we added an entire system calls section (i.e., \( m \) consecutive system calls), instead of a single system call. This is done in step 4: If the edit \( op \) is \( Sub_L, Add_R, \) or \( Del_L \) then we add the same section. Else, we add a section with a different first system call (thus, we add a different section). The section is added with the same transformation type as the IDS: If the input transformation for the decision tree was \( order \ preserving \), so would the section added. If the input transformation included \( duplicates \ removal \), so would the added section - and vice-versa.

The modified version is shown in Algorithm 2.

Notice that when the section size, \( m \), is 1 - Algorithms 1 and 2 are identical.

We have applied this algorithm on all section-based transformations described in section 7.1, both order preserving and not, and both with and without duplicate removal.

Like Algorithm 1, there is no guarantee that the algorithm would converge. However, all 436 modified section traces were classified as benign by our IDS, with all input transformations, i.e., camouflage algorithm effectiveness of 100% (as can be seen in the first line of Table 11). This is due to the same rationale mentioned in section 5.

A camouflage algorithm for histogram-based input transformation, as those mentioned in section 7.2, wasn’t developed, since those transformations aren’t effective by the definition in section 3.2, so they would less likely to be used. In this case, the back-tracking from the modified path to the modified malware source is more challenging. We might discuss this algorithm in our future research.
Algorithm 2 Section-Based Input Transformed System-Calls Based Decision Tree’s Camouflage Algorithm

1. Given the decision tree of the IDS and a specific malware trace (i.e. its sequence of system calls as recorded) with the decision tree’s path M, find all the IDS’ decision tree’s benign paths, \( P_1..P_m \), and create a list \( l \) of \( m \) tuples to check: \( \{(M, P_1), (M, P_m)\} \). Set \( path\_count[M] = 0 \).

2. For each tuple \( \{\text{dec. path}, P_j\} \) in \( l \), find the minimum edit distance between \( \text{dec. path} \) and \( P_j \). \( d(\text{dec. path}, P_j) \). Select the tuple with the minimal such edit distance and find the minimal sequence of edit operations needed to change \( \text{dec. path} \) to \( P_j \), ordered from the root of the tree to the leaf\_classification node (i.e. by position in the decision path). If \( l \) is empty: Report failure.

   a) If there is more than a single path with the same minimal edit distance, look at the first edit operation in each such path. Assuming the condition is: \( \text{section}[i] = \text{? syscall[(i-1)*m+1], syscall[(i-1)*m+2],.., syscall[i*m]}, \) select the path that maximizes \( i \).

3. Set \( path\_count[\text{des. path}] += 1 \). If \( path\_count[\text{des. path}] \geq \text{max decision path count} \): Remove all tuples that contain \( \text{dec. path} \) from \( l \) and go to step 2.

4. Assuming the benign path to fit is \( P_j \), modify the malware code based on the first edit operation in the edit sequence, as was explained above:

   a) If the edit\_op is \( \text{Sub}_L \), \( \text{Add}_R \), or \( \text{Del}_L \) then: Add \( \text{section}[i] = \text{syscall[(i-1)*m+1], syscall[(i-1)*m+2],.., syscall[i*m]}, \)
   
   Else: Add \( \text{section}[i]=\text{syscall[(i-1)*m+1], syscall[(i-1)*m+2],.., syscall[i*m]} \) s.t. \( \text{syscall[(i-1)*m+1]} \neq \text{syscall[(i-1)*m+1]} \).

5. \( \text{section}[i..n] \) from before the modification now become \( \text{section}[i+1..n+1] \). Re-evaluate the new system call sequence and generate a new decision path \( M' \).

6. If \( M' \) ends with a benign leaf: Report success.

   Else: Remove \( \{\text{dec. path}, P_j\} \) from \( l \), and add all the tuples with the modified malware code \( \{(M', P_1), (M', P_m)\} \) to \( l \). Set \( path\_count[M'] = 0 \).

7. Go to step 2.

9.1 Training Set Updates

In-order to test the stability of our transformed camouflage, we have used the same training set and test set we used in section 6.3. We have applied the input transformation on both, and then run the transformed camouflage algorithm, which was done by the original training set (not the updated one), on the test set. Following that, we fed it to the input-transformed IDS variant after the training set (DB) update and re-calculating the decision tree. Like in section 6.3, we see there is no significant effect on the detection rate. However, this update had a significant effect on the stability of the camouflage by the definition given in section 3.1, as shown in Table 11.

We see that for all input transformations the larger the increase in the training set - the lower the stability rate becomes. We can also see that the stability of the camouflage algorithm reduces more drastically when using the input transformed IDS’s than when using the non input-transformed IDS, when the training set size is being updated. This makes sense, because the input transformation make the IDS
Table 11. Percentage of Successfully Transformed Camouflaged Malware Samples When Using Updated DB

<table>
<thead>
<tr>
<th>DB Increment (Percentage)</th>
<th>No transformation</th>
<th>Non order-preserving, without duplicates removal</th>
<th>Non order-preserving, with duplicates removal</th>
<th>Order-preserving, with duplicates removal</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 (original DB)</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
</tr>
<tr>
<td>6.8</td>
<td>67.9</td>
<td>56.9</td>
<td>81.2</td>
<td>40.8</td>
</tr>
<tr>
<td>11.8</td>
<td>63.1</td>
<td>55.5</td>
<td>30.7</td>
<td>52.3</td>
</tr>
<tr>
<td>13.5</td>
<td>50.5</td>
<td>48.3</td>
<td>26.2</td>
<td>53.2</td>
</tr>
<tr>
<td>16.9</td>
<td>44.3</td>
<td>40.4</td>
<td>24.8</td>
<td>47.2</td>
</tr>
</tbody>
</table>

more effective and less sensitive to modifications in the malware (including camouflage). Therefore a training set update should make the camouflage easier to detect - and thus less stable.
10 Random Forest Camouflage Algorithm

In section 5 we’ve devised a camouflage algorithm to counter a decision tree classifier. However, as mentioned in section 6.2, the classifier with the best performance was random forest. This algorithm is known to be one of the best-of-breed not only in our tests, but in other cases - as mentioned in [28] and [27]. As mentioned in appendix D.1, a random forest is actually a collection of decision trees. Thus, if we extend the same assumptions made in section 3, that-is: we know all the trees in the random forest, we can extend the algorithm mentioned in section 5 to handle random forests. The general algorithm is depicted as Algorithm 3.

Algorithm 3 No Input Transformation System-Calls Based Random Forest’s Camouflage Algorithm

1. Given the random forest of the IDS, containing the decision trees \( RF=\{RF_{DT}[1],..RF_{DT}[n]\} \) and a specific malware trace (i.e. its sequence of system calls as recorded) with the decision tree’s path M, set \( curr_tree_ind = 0 \), \( curr_trace = M \).
2. Calculate \( curr\_non\_bypassed\_trees \) for \( curr\_trace \) by feeding it to all the trees in \( RF \). Set \( curr\_bypassed\_trees\_num = |RF| - |curr\_non\_bypassed\_trees| \).
3. If \( curr\_bypassed\_trees\_num > |RF|/2 \), return \( curr\_trace \).
4. Set \( curr\_tree_ind = curr\_tree_ind + 1 \).
5. If \( curr\_tree_ind > |RF| \):
   a) If \( curr\_non\_bypassed\_trees \) is empty, return Failure: Else: \( curr\_tree_ind = curr\_non\_bypassed\_trees.pop() \)
6. If \( RF_{DT}[curr\_tree_ind] \) classifies \( curr\_trace \) as benign, go to step 4.
7. Operate Algorithm 1 on \( RF_{DT}[curr\_tree_ind] \) and \( curr\_trace \) to generate modified_trace.
8. If Algorithm 1 returned Failure, go to step 4.
9. Calculate \( new\_non\_bypassed\_trees \), the list of trees which classify modified_trace as malicious. Set \( new\_bypassed\_trees\_num = |RF| - |new\_non\_bypassed\_trees| \).
10. If \( curr\_bypassed\_trees\_num > new\_bypassed\_trees\_num \), go to step 4.
11. Set: \( curr\_trace = modified\_trace \), \( curr\_bypassed\_trees = new\_bypassed\_trees \), \( curr\_bypassed\_trees\_num = new\_bypassed\_trees\_num \). Go to step 2.

The rationale of the algorithm is simple: Since all decision trees in \( RF \) actually represents parts of the same code flow, we can modify each of them in turn, using Algorithm 1, until we can fool the majority of them, thus fooling the entire random forest (step 3). In-order to finish as-fast-as-possible, the algorithm uses a back-tracking forest state, where \( curr\_trace \) is the current (possibly already modified to fool other trees) system call trace of our malware, \( curr\_tree_ind \) is the index of the decision tree we currently trying to fool (i to fool \( RF_{DT}[i] \)), \( curr\_non\_bypassed\_trees \) is a queue of trees which still classify \( curr\_trace \) as malicious, and \( curr\_bypassed\_trees\_num \) is the number of trees in \( RF \) currently being fooled by \( curr\_trace \) (steps 1 and 2). Since sometimes modifying the code can affect a tree we’ve already successfully
fooled, we skip every step which makes our state worse by reducing the amount of
trees we’ve fooled so far - we advance only if the number of fooled trees doesn’t
decrease (step 11). Otherwise we implement a back-tracking strategy (step 10). We
don’t have to fool all the trees in the random forest - only the majority of them (step
3). We don’t try to modify the code for trees which already classify our code as benign (step 6). If we don’t succeed fooling a specific tree, we try to fool the next
trees (step 8). Once we’ve passed all the trees and still don’t have majority of fooled
trees we try again the trees we’ve skipped, hoping that they would succeed now. If all
trees have been tried but we still don’t have majority we return Failure (step 5.a).

Notice that when the number of decision trees in the forest, n, is 1, algorithms 1
and 3 are identical.

We have applied this algorithm on all the malware code that were detected by
the random forest: 445 different samples.

Like Algorithm 1 and 2, there is no guarantee that the algorithm would converge.
However, all 445 modified section traces were classified as benign by our IDS, i.e.,
camouflage algorithm effectiveness of 100%. This is due to the same rationale men-
tioned in section 5. This was also the case when adding input transformation and
used Algorithm 2 instead of Algorithm 1 in steps 7 and 8 of Algorithm 3.

10.1 Handling Soft Voting

In contrast to the CART trees described in [10], scikit-learn combines classifiers by
averaging their probabilistic prediction (soft voting), instead of letting each classifier
vote for a single class\(^{15}\). This creates a challenge to our algorithm, which handles
majority vote (hard voting). Thus, we have modified our algorithm: in step 3 of
Algorithm 3, we changed the condition: We’re returning the current trace (success)
only if the random forest as a whole classifies \textit{curr\_trace} as benign. This is true also
to the back-tracking, which now conditions the random forest benign probability
and should be bigger than before (step 10).

We also tested our hard voting algorithm (Algorithm 3 without modifications)
against the soft voting random forest IDS, for all samples of all input transforma-
tions mentioned before: 1 sample out of 1746 wasn’t successfully camouflaged,
99.94% success rate. When we used the soft voting algorithm, we got a 100% suc-
cess rate for all input transformation variants.

10.2 Shortest Tree Edit Distance Optimization

In Algorithm 3, we go over the decision trees sequentially, as shown in step 4. This
might not be an optimized way to iterate the trees: If two trees are similar in their
nodes, it makes more sense to iterate over them one-after-the-other, under the as-
sumption that if two trees are similar, only a small modification would be needed to
fool both.

\[^{15}\text{http://scikit-learn.org/stable/modules/ensemble.html#random-forests}\]
One way to determine the similarity between trees is the Zhang-Sasha algorithm for tree edit distance ([64]). If, instead of iterating the trees sequentially, we would first calculate the edit distance between the different trees and iterate them by edit distance from each other - we might finish with less edit operations.

In order to examine this, we’ve applied the Zhang-Sasha algorithm, written in Python\footnote{https://github.com/timtadh/zhang-shasha}, on the random-forest trees. Unfortunately, the decision trees in the random forest were very distinct from each other (an average edit distance of more than 200) - and the time it took to calculate the edit distance was significant, compared to the negligible performance boost gained due to changing the iteration order.
11 Conclusions

While the usage of machine learning algorithms to detect malware is a commonly researched subject, the research of camouflage techniques of malware, to mislead such algorithms, has just began scratching the surface. In this thesis, we have shown that malware code which has been identified by specific machine learning classifier (decision tree and random forest) can be camouflaged in-order to be falsely classified as benign. We have done so by modifying the actual code being executed, without harming its malicious functionality. We have implemented such a camouflage algorithm not only for a decision tree classifier, but also for one of the best-of-breed classifiers: Random Forest. We also applied a defense mechanism to the first camouflage algorithm, called input transformation, making our IDS more robust than basing it on (position, type) pairs of system calls. We also showed that it can also be evaded.

This suggests that the malware - anti-malware war is ongoing: It is not enough to use a machine learning classifier with a large training set of benign and malicious samples to detect malware: one must also be aware of the possibility that a machine learning algorithm would be fooled by this camouflage algorithm to provide a wrong classification for the inspected code and try to counter such an option with techniques such as continuously updating the classifier’s training set, the same way signatures DB are being updated in current anti-virus programs, or applying the input transformation discussed. However, as we have shown, even such transformations are susceptible to camouflage algorithms designed against them. Another alternative is to use multiple classifiers simultaneously in order to reduce the camouflage risk. Finally, one can train a classifier to detect the camouflage instead of maliciousness, e.g., by finding a sequence of system calls which is unreasonable.

Our future work in this area would examine those mitigation possibilities. We would also investigate the effectiveness of our camouflage algorithm on other machine-learning classifiers (e.g. SVM, boosted trees, etc.) and find other algorithms to cope with such classifiers. We would also like to research camouflage algorithms for classifiers with other input types besides system call sequences (e.g. call flow graphs), for classifiers with more than a single input type and for ensemble learning.
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A Appendix A: Sample decision trees used by the IDS classifier

Attached are two decision trees created from the training set, one with and one without input transformation.

If the decision tree condition specified in a node is, e.g.: \texttt{sys\_call10018=\textit{NtEnumerateKey}}, this means the right child of this node in the decision path is chosen if \texttt{sys\_call[10018]=\textit{NtEnumerateKey}}, and the left child is chosen if not.

A leaf node has a value vector of \([\text{benign \ training \ set \ samples}, \text{malicious \ training \ set \ samples}]\). Thus, an inspected code would be classified as malicious if \(|\text{malicious \ training \ set \ samples}| > |\text{benign \ training \ set \ samples}|\) at that node, or as benign otherwise.

A.1 Decision Tree without input transformation
A.2 Decision Tree with section-based input transformation, order-preserving, with duplicates removal
B Appendix B: Computing Levenshtein Distance

B.1 Recursive

A straightforward, but inefficient, recursive pseudo-code implementation of a LevenshteinDistance function that takes two strings, s and t, together with their lengths, and returns the Levenshtein distance between them:

```c
int LevenshteinDistance(string s, int len_s, string t, int len_t)
{
    /* base case: empty strings */
    if (len_s == 0) return len_t;
    if (len_t == 0) return len_s;
    /* test if last characters of the strings match */
    if (s[len_s-1] == t[len_t-1])
        cost = 0;
    else
        cost = 1;
    /* return minimum of delete char from s, delete char from t, and delete char
     * from both */
    return minimum(LevenshteinDistance(s, len_s - 1, t, len_t ) + 1,
                   LevenshteinDistance(s, len_s, t, len_t - 1) + 1,
                   LevenshteinDistance(s, len_s - 1, t, len_t - 1) + cost);
}
```

B.2 Iterative with Full Matrix

Computing the Levenshtein distance is based on the observation that if we reserve a matrix to hold the Levenshtein distances between all prefixes of the first string and all prefixes of the second, then we can compute the values in the matrix in a dynamic programming fashion, and thus find the distance between the two full strings as the last value computed:

```c
function LevenshteinDistance(char s[1..m], char t[1..n]):
    // for all i and j, d[i,j] will hold the Levenshtein distance between
    // the first i characters of s and the first j characters of t;
    // note that d has (m+1)*(n+1) values
    declare int d[0..m, 0..n]
    set each element in d to zero
    // source prefixes can be transformed into empty string by
    // dropping all characters
    for i from 1 to m:
        d[i, 0] := i
    // target prefixes can be reached from empty source prefix
    // by inserting every character
    for j from 1 to n:
        d[0, j] := j
```
\[
d[0, j] := j
\]
for \( j \) from 1 to \( n \):
for \( i \) from 1 to \( m \):
if \( s[i] = t[j] \):
\[d[i, j] := d[i-1, j-1]\] // no operation required
else:
\[d[i, j] := \min(d[i-1, j] + 1, \text{ deletion} \]
\[d[i-1, j-1] + 1, \text{ substitution}\]
\[d[i-1, j] + 1, \text{ insertion}\]
return \( d[m, n] \)

**Example 9.** The Levenshtein distance between 'Sunday' and 'Saturday':

\[
\begin{array}{cccccccc}
S & a & t & u & r & d & a & y \\
0 & 1 & 2 & 3 & 4 & 5 & 6 & 7 \\
1 & 0 & 1 & 2 & 3 & 4 & 5 & 6 \\
2 & 1 & 2 & 2 & 3 & 4 & 5 & 6 \\
3 & 2 & 2 & 2 & 3 & 4 & 5 & 6 \\
4 & 3 & 3 & 3 & 3 & 4 & 5 & 6 \\
5 & 4 & 3 & 4 & 4 & 4 & 3 & 4 \\
6 & 5 & 4 & 5 & 5 & 5 & 4 & 3 \\
\end{array}
\]

**B.3 Iterative with Two Matrix Rows**

It turns out that only two rows of the table are needed for the construction if one does not want to reconstruct the edited input strings (the previous row and the current row being calculated).

The Levenshtein distance may be calculated iteratively using the following algorithm:

```c
int LevenshteinDistance(string s, string t)
{
    // degenerate cases
    if (s == t) return 0;
    if (s.Length == 0) return t.Length;
    if (t.Length == 0) return s.Length;
    // create two work vectors of integer distances
    int[] v0 = new int[t.Length + 1];
    int[] v1 = new int[t.Length + 1];
    // initialize v0 (the previous row of distances)
    // this row is A[0][i]: edit distance for an empty s
    // the distance is just the number of characters to delete from t
    for (int i = 0; i < v0.Length; i++)
    { return d[m, n];
```
v0[i] = i;
for (int i = 0; i < s.Length; i++)
{
    // calculate v1 (current row distances) from the previous row v0
    // first element of v1 is A[i+1][0]
    // edit distance is delete (i+1) chars from s to match empty t
    v1[0] = i + 1;
    // use formula to fill in the rest of the row
    for (int j = 0; j < t.Length; j++)
    {
        var cost = (s[i] == t[j]) ? 0 : 1;
        v1[j + 1] = Minimum(v1[j] + 1, v0[j + 1] + 1, v0[j] + cost);
    }
    // copy v1 (current row) to v0 (previous row) for next iteration
    for (int j = 0; j < v0.Length; j++)
    {
        v0[j] = v1[j];
    }
}
return v1[t.Length];
C Appendix C: Levenshtein Distance: Inferring the edit operations from the matrix

Given the matrix produced by the Levenshtein algorithm (see Appendix B), how can we find the precise sequence of string operations: inserts, deletes and substitution [of a single letter], necessary to convert the ’s string’ into the ’t string’?

By “decoding” the Levenshtein matrix, one can enumerate ALL such optimal sequences. The general idea is that the optimal solutions all follow a “path”, from top left corner to bottom right corner (or in the other direction), whereby the matrix cell values on this path either remain the same or increase by one (or decrease by one in the reverse direction), starting at 0 and ending at the optimal number of operations for the strings in question. The number increases when an operation is necessary, it stays the same when the letter at corresponding positions in the strings are the same.

This path finding algorithm should start at the lower right corner and work its way backward. The reason for this approach is that we know for a fact that to be an optimal solution it must end in this corner, and to end in this corner, it must have come from one of the 3 cells either immediately to its left, immediately above it or immediately diagonally. By selecting a cell among these three cells, one which satisfies our “same value or decreasing by one” requirement, we effectively pick a cell on one of the optimal paths. By repeating the operation till we get on upper left corner (or indeed until we reach a cell with a 0 value), we effectively backtrack our way on an optimal path.

The conventions are:

– An horizontal move is an INSERTION of a letter from the ’t string’
– A vertical move is a DELETION of a letter from the ’s string’
– A diagonal move is either:
  – A no-operation (both letters at respective positions are the same); the number doesn’t change
  – A SUBSTITUTION (letters at respective positions are distinct); the number increase by one

One possible approach to select one path among several possible optimal paths is loosely described below:

Starting at the bottom-rightmost cell, and working our way backward toward the top left.

For each “backward” step, consider the 3 cells directly adjacent to the current cell (in the left, top or left+top directions)

if the value in the diagonal cell (going up+left) is smaller or equal to the values found in the other two cells AND if this is same or 1 minus the value of the current cell

then “take the diagonal cell”

if the value of the diagonal cell is one less than the current cell:

  Add a SUBSTITUTION operation (from the letters corresponding to the _current_ cell)
otherwise: do not add an operation this was a no-operation.
elseif the value in the cell to the right is smaller of equal to the value of the
of the cell above current cell AND if this value is same or 1 minus the value of the
current cell
then “take the cell to right”, and add an INSERTION of the letter corre-
sponding to the cell
else
  take the cell above, add
  Add a DELETION operation of the letter in ‘s string

Example 10. Following this informal pseudo-code, we get the following:

```
  r e p u b l i c a n
  0 1 2 3 4 5 6 7 8 9 10
  d 1 1 2 3 4 5 6 7 8 9 10
  e 2 2 1 2 3 4 5 6 7 8 9
  m 3 3 2 2 3 4 5 6 7 8 9
  o 4 4 3 3 3 4 5 6 7 8 9
  c 5 5 4 4 4 4 5 6 6 7 8
  r 6 5 5 5 5 5 6 7 7 8 8
  a 7 6 6 6 6 6 6 6 7 7 8
  t 8 7 7 7 7 7 7 7 8 8
```

Start on the “n”, “t” cell at bottom right.
Pick the [diagonal] “a”, “a” cell as next destination since it is less than the other
two (and satisfies the same or -1 condition).
Note that the new cell is one less than current cell
therefore the step 8 is substitute “t” with “n”: democra N

Continue with “a”, “a” cell,
Pick the [diagonal] “c”, “r” cell as next destination...
Note that the new cell is same value as current cell ==¿ no operation needed.

Continue with “c”, “r” cell,
Pick the [diagonal] “i”, “c” cell as next destination...
Note that the new cell is one less than current cell
therefore the step 7 is substitute “r” with “c”: demo C an

Continue with “i”, “c” cell,
Pick the [diagonal] “l”, “o” cell as next destination...
Note that the new cell is one less than current cell
therefore the step 6 is substitute “c” with “i”: demo I can

Continue with “l”, “o” cell,
Pick the [diagonal] “b”, “m” cell as next destination...
Note that the new cell is one less than current cell
therefore the step 5 is substitute “o” with “l”: dem L ican

Continue with “b”, “m” cell,
Pick the [diagonal] “u”, “e” cell as next destination...
Note that the new cell is one less than current cell
therefore the step 4 is substitute “m” with “b”: de B lican

Continue with “u”, “e” cell,
Note the “diagonal” cell doesn’t qualify, because the “left” cell is less than it.
Pick the [left] “p”, “e” cell as next destination...
therefore the step 3 is insert “u” after “e”: de U bican

Continue with “p”, “e” cell,
again the “diagonal” cell doesn’t qualify Pick the [left] “e”, “e” cell as next destination...
therefore the step 2 is insert “p” after “e”: de P ublican

Continue with “e”, “e” cell,
Pick the [diagonal] “r”, “d” cell as next destination...
Note that the new cell is same value as current cell ==¿ no operation needed.

Continue with “r”, “d” cell,
Pick the [diagonal] ”start” cell as next destination...
Note that the new cell is one less than current cell
therefore the step 1 is substitute “d” with “r”: R epublican

You’ve arrived at a cell which value is 0 : The operations were found.
D Appendix D: Various Machine Learning Classifiers - Mathematical and Technical Background

D.1 Random-Forest Classifier

Decision trees that are grown very deep tend to learn highly irregular patterns: they overfit their training sets, because they have low bias, but very high variance.

Random forests are a way of averaging multiple deep decision trees, trained on different parts of the same training set. When splitting a node during the construction of the tree, the split that is chosen is no longer the best split among all features. Instead, the split that is picked is the best split among a random subset of the features. As a result of this randomness, the bias of the forest usually slightly increases (with respect to the bias of a single non-random tree) but, due to averaging, its variance also decreases, usually more than compensating for the increase in bias, hence yielding an overall better model.

D.1.1 Tree bagging The training algorithm for random forests applies the general technique of bootstrap aggregating, or bagging, to tree learners. Given a training set \( X = x_1, \ldots, x_n \) with responses \( Y = y_1, \ldots, y_n \), bagging repeatedly selects a random sample with replacement of the training set and fits trees to these samples:

1. For \( b = 1, \ldots, B \):
   a) Sample, with replacement, \( n \) training examples from \( X, Y \); call these \( X_b, Y_b \).
   b) Train a decision or regression tree \( f_b \) on \( X_b, Y_b \).

After training, predictions for unseen samples \( x' \) is made by taking the majority vote in the case of decision trees.

As already mentioned, this bootstrapping procedure leads to better model performance because it decreases the variance of the model, without increasing the bias, or with a minimal increase in total. This means that while the predictions of a single tree are highly sensitive to noise in its training set, the average of many trees is not, as long as the trees are not correlated. Simply training many trees on a single training set would give strongly correlated trees (or even the same tree many times, if the training algorithm is deterministic); bootstrap sampling is a way of de-correlating the trees by training them with different training sets.

The number of samples/trees, \( B \), is a free parameter.

D.1.2 Feature Bagging The above procedure describes the original bagging algorithm for trees. Random forests differ in only one way from this general scheme: they use a modified tree learning algorithm that selects, at each candidate split in the learning process, a random subset of the features. This process is sometimes called "feature bagging". The reason for doing this is the correlation of the trees in an ordinary bootstrap sample: if one or a few features are very strong predictors for the response variable (target output), these features will be selected in many of the decision trees, causing them to become correlated.
D.1.3 Implementation The IDS classifier was implemented using scikit-learn’s sklearn.ensemble.RandomForestClassifier class\(^{17}\). The default value is \(B=10\) decision trees, using a default metric of Gini impurity.

D.2 K-Nearest Neighbors (k-NN) Classifier

The input of the k-Nearest Neighbors algorithm consists of the \(k\) closest training examples in the feature space. The output is a class membership. An object is classified by a majority vote of its neighbors, with the object being assigned to the class most common among its \(k\) nearest neighbors. k-NN is a type of instance-based learning, or lazy learning, where the function is only approximated locally and all computation is deferred until classification.

A shortcoming of the k-NN algorithm is that it is sensitive to the local structure of the data.

The training examples are vectors in a multidimensional feature space, each with a class label. The training phase of the algorithm consists only of storing the feature vectors and class labels of the training samples.

In the classification phase, \(k\) is a user-defined constant, and an unlabeled vector (a query or test point) is classified by assigning the label which is most frequent among the \(k\) training samples nearest to that query point.

The used distance metric is Euclidean distance.

D.2.1 Implementation The IDS classifier was implemented using scikit-learn’s sklearn.neighbors.KNeighborsClassifier class\(^{18}\). The default values are: \(k=5\), distance metric=standard Euclidean metric.

D.3 Naive Bayes (NB) Classifier

The classifier is based upon a naïve assumption, by which it is named: Even if features depend upon the existence of others, they independently contribute to the classification.

A pro of this classifier: It requires a small amount of training data to estimate the parameters (means and variances of the variables) necessary for classification.

A con of this classifier: Bayes classification is outperformed by approaches such as random forest and SVM (as mentioned in [11]).

D.3.1 The NB Probability Model naïve Bayes is a conditional probability model: given a problem instance to be classified, represented by a vector \(x = (x_1, \ldots, x_n)\) representing some \(n\) features (dependent variables), it assigns to this instance probabilities

\[
p(C_k|x_1, \ldots, x_n)\]

for each of \(k\) possible outcomes or classes.
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Using Bayes’ theorem, under the above independence assumptions, the conditional distribution over the class variable \( C \) is:

\[
p(C_k | x_1, \ldots, x_n) = \frac{1}{Z} p(C_k) \prod_{i=1}^{n} p(x_i | C_k)
\]

where the evidence \( Z = p(x) \) is a scaling factor dependent only on \( x_1, \ldots, x_n \), that is, a constant if the values of the feature variables are known.

**D.3.2 The NB Classifier** This classifier pick the hypothesis that is most probable; this is known as the maximum a posteriori or MAP decision rule.

The corresponding classifier, a Bayes classifier, is the function that assigns a class label \( \hat{y} = C_k \) for some \( k \) as follows:

\[
\hat{y} = \arg \max_{k \in \{1, \ldots, K\}} p(C_k) \prod_{i=1}^{n} p(x_i | C_k)
\]

**D.3.3 Gaussian Naïve Bayes** A typical assumption is that the values associated with each class are distributed according to a Gaussian distribution. For example, suppose the training data contain a continuous attribute, \( x \). We first segment the data by the class, and then compute the mean and variance of \( x \) in each class. Let \( \mu_c \) be the mean of the values in \( x \) associated with class \( c \), and let \( \sigma^2_c \) be the variance of the values in \( x \) associated with class \( c \). Then, the probability distribution of some value given a class, \( p(x = v | c) \), can be computed by plugging \( v \) into the equation for a Normal distribution parameterized by \( \mu_c \) and \( \sigma^2_c \). That is,

\[
p(x = v | c) = \frac{1}{\sqrt{2\pi \sigma^2_c}} e^{-\frac{(v - \mu_c)^2}{2\sigma^2_c}}
\]

**D.3.4 Bernoulli Naïve Bayes** In the multivariate Bernoulli event model, features are independent booleans (binary variables) describing inputs. If \( x_i \) is a boolean expressing the occurrence or absence of the \( i \)’th term from the vocabulary, then the likelihood of a document given a class \( C_k \) is given by:

\[
p(x | C_k) = \prod_{i=1}^{n} p_{ki}^{x_i}(1 - p_{ki})^{(1-x_i)}
\]

where \( p_{ki} \) is the probability of class \( C_k \) generating the term \( x_i \).

**D.3.5 Implementation** The IDS Gaussian NB classifier was implemented using scikit-learn’s sklearn.naive_bayes.GaussianNB class\(^{19}\).

The IDS Bernoulli NB classifier was implemented using scikit-learn’s sklearn.naive_bayes.BernoulliNB class\(^{20}\).

**D.4 AdaBoost Classifier**

AdaBoost, short for “Adaptive Boosting”, can be used in conjunction with many other types of learning algorithms to improve their performance. The output of the other learning algorithms (‘weak learners’) is combined into a weighted sum that represents the final output of the boosted classifier. AdaBoost is adaptive in the sense

that subsequent weak learners are tweaked in favor of those instances misclassified by previous classifiers. The core principle of AdaBoost is to fit a sequence of weak learners (i.e., models that are only slightly better than random guessing, such as small decision trees) on repeatedly modified versions of the data. The predictions from all of them are then combined through a weighted majority vote (or sum) to produce the final prediction. The data modifications at each so-called boosting iteration consist of applying weights $w_1, w_2, \ldots, w_N$ to each of the training samples. Initially, those weights are all set to $w_i = 1/N$, so that the first step simply trains a weak learner on the original data. For each successive iteration, the sample weights are individually modified and the learning algorithm is reapplied to the reweighted data. At a given step, those training examples that were incorrectly predicted by the boosted model induced at the previous step have their weights increased, whereas the weights are decreased for those that were predicted correctly. As iterations proceed, examples that are difficult to predict receive ever-increasing influence. Each subsequent weak learner is thereby forced to concentrate on the examples that were missed by the previous ones in the sequence. AdaBoost (with decision trees as the weak learners) is often referred to as the best out-of-the-box classifier. Unlike neural networks and SVMs, the AdaBoost training process selects only those features known to improve the predictive power of the model, reducing dimensionality and potentially improving execution time as irrelevant features do not need to be computed.

**D.4.1 Training** AdaBoost refers to a particular method of training a boosted classifier. A boost classifier is a classifier in the form

$$F_T(x) = \sum_{t=1}^{T} f_t(x)$$

where each $f_t$ is a weak learner that takes an object $x$ as input and returns a real valued result indicating the class of the object. The sign of the weak learner output identifies the predicted object class and the absolute value gives the confidence in that classification. Similarly, the $T$-layer classifier will be positive if the sample is believed to be in the positive class and negative otherwise.

Each weak learner produces an output, hypothesis $h(x_i)$, for each sample in the training set. At each iteration $t$, a weak learner is selected and assigned a coefficient $\alpha_t$ such that the sum training error $E_t$ of the resulting $t$-stage boost classifier is minimized.

$$E_t = \sum_i E[F_{t-1}(x_i) + \alpha_t h(x_i)]$$

Here $F_{t-1}(x)$ is the boosted classifier that has been built up to the previous stage of training, $E(F)$ is some error function and $f_t(x) = \alpha_t h(x)$ is the weak learner that is being considered for addition to the final classifier.

**D.4.2 Weighting** At each iteration of the training process, a weight is assigned to each sample in the training set equal to the current error $E(F_{t-1}(x_i))$ on that sample. These weights can be used to inform the training of the weak learner, for instance, decision trees can be grown that favor splitting sets of samples with high weights.

**D.4.3 Discrete AdaBoost** The discrete variant, used in our IDS, is as follows:

With:
– Samples \( x_1 \ldots x_n \)
– Desired outputs \( y_1 \ldots y_n, y \in \{-1, 1\} \)
– Initial weights \( w_{1,1} \ldots w_{n,1} \) set to \( \frac{1}{n} \)
– Error function \( E(f(x), y, i) = e^{-y_i f(x_i)} \)
– Weak learners \( h: x \to [-1, 1] \)

For \( t \) in \( 1 \ldots T \):

1. Choose \( f_t(x) \):
   a) Find weak learner \( h_t(x) \) that minimizes \( \varepsilon_t \), the weighted sum error for misclassified points
      \( \varepsilon_t = \sum_i w_{i,t} E(h_t(x), y, i) \)
   b) Choose \( \alpha_t = \frac{1}{2} \ln \left( \frac{1-\varepsilon_t}{\varepsilon_t} \right) \)
2. Add to ensemble:
   a) \( F_t(x) = F_{t-1}(x) + \alpha_t h_t(x) \)
3. Update weights:
   a) \( w_{i,t+1} = w_{i,t} e^{-\alpha_t y_i h_t(x_i)} \) for all \( i \)
   b) Renormalize \( w_{i,t+1} \) such that \( \sum_i w_{i,t+1} = 1 \)

D.4.4 Implementation The IDS classifier was implemented using scikit-learn’s sklearn.ensemble.AdaBoostClassifier class\(^{21}\). The default value is a maximum of 50 estimators for boosting (or less if a perfect fit is achieved before).

D.5 Support Vector Machine (SVM) Classifier

A data point is viewed as a \( p \)dimensional vector (a list of \( p \) numbers), and we want to know whether we can separate such points with a \((p - 1)\)dimensional hyperplane. This is called a linear classifier. There are many hyperplanes that might classify the data. One reasonable choice as the best hyperplane is the one that represents the largest separation, or margin, between the two classes. So we choose the hyperplane so that the distance from it to the nearest data point on each side is maximized. If such a hyperplane exists, it is known as the maximum-margin hyperplane and the linear classifier it defines is known as a maximum margin classifier; or equivalently, the perception of optimal stability.

An example of such separation in Figure 5. H3 does not separate the classes. H1 does, but only with a small margin. H2 separates them with the maximum margin.

D.5.1 Linear SVM Given some training data $\mathcal{D}$, a set of $n$ points of the form

$$\mathcal{D} = \{(x_i, y_i) \mid x_i \in \mathbb{R}^p, y_i \in \{-1, 1\}\}_{i=1}^n$$

where the $y_i$ is either 1 or -1, indicating the class to which the point $x_i$ belongs. Each $x_i$ is a $p$-dimensional real vector. We want to find the maximum-margin hyperplane that divides the points having $y_i = 1$ from those having $y_i = -1$. Any hyperplane can be written as the set of points $x$ satisfying:

$$w \cdot x - b = 0$$

where $\cdot$ denotes the dot product and $w$ the (not necessarily normalized) normal vector to the hyperplane. The parameter $\frac{b}{||w||}$ determines the offset of the hyperplane from the origin along the normal vector $w$.

If the training data are linearly separable, we can select two hyperplanes in a way that they separate the data and there are no points between them, and then try to maximize their distance. The region bounded by them is called “the margin”. These hyperplanes can be described by the equations

$$w \cdot x - b = 1$$

and

$$w \cdot x - b = -1$$

By using geometry, we find the distance between these two hyperplanes is $\frac{2}{||w||}$, so we want to minimize $||w||$. As we also have to prevent data points from falling into the margin, we add the following constraint: for each $i$ either

$$w \cdot x_i - b \geq 1$$

for $x_i$ of the first class

or

$$w \cdot x_i - b \leq -1$$

for $x_i$ of the second class.
\[ w \cdot x_i - b \leq -1 \text{ for } x_i \text{ of the second.} \]

This can be rewritten as:
\[ y_i (w \cdot x_i - b) \geq 1, \text{ for all } 1 \leq i \leq n \]

We can put this together to get the optimization problem:
\[
\text{Minimize (in } w, b) \\
\|w\| \\
\text{subject to (for any } i = 1, \ldots, n) \\
y_i (w \cdot x_i - b) \geq 1
\]

In Figure 6 we see a maximum-margin hyperplane and margins for an SVM trained with samples from two classes. Samples on the margin are called the support vectors.
D.5.2 Nonlinear classification  A way to create nonlinear classifiers is by applying the kernel trick to maximum-margin hyperplanes. The resulting algorithm is formally similar, except that every dot product is replaced by a nonlinear kernel function. This allows the algorithm to fit the maximum-margin hyperplane in a transformed feature space. The transformation may be nonlinear and the trans-
formed space high dimensional; thus though the classifier is a hyperplane in the high-dimensional feature space, it may be nonlinear in the original input space.

An example of such a kernel function is a Gaussian Radial Basis Function (RBF):

$$k(x_i, x_j) = \exp(-\gamma \|x_i - x_j\|^2), \text{ for } \gamma > 0.$$ Sometimes parametrized using $\gamma = 1/2\sigma^2$

If the kernel used is a Gaussian radial basis function, the corresponding feature space is a Hilbert space of infinite dimensions.

The kernel is related to the transform $\varphi(x)$ by the equation $k(x_i, x_j) = \varphi(x_i) \cdot \varphi(x_j)$. The value \(w\) is also in the transformed space, with $w = \sum \alpha_i y_i \varphi(x_i)$. Dot products with \(w\) for classification can again be computed by the kernel trick, i.e. $w \cdot \varphi(x) = \sum \alpha_i y_i k(x_i, x)$

An example for the kernel trick is shown in Figure 7.

![Fig. 7. Example of the Kernel Trick](image)

**D.5.3 Implementation** The IDS Linear SVC classifier was implemented using scikit-learn’s: sklearn.svm.LinearSVC class\(^\text{22}\).

The IDS SVC classifier was implemented using scikit-learn’s: sklearn.svm.SVC class\(^\text{23}\), with a default RBF kernel.

\[^{22}\text{http://scikit-learn.org/stable/modules/generated/sklearn.svm.LinearSVC.html}\]

\[^{23}\text{http://scikit-learn.org/stable/modules/generated/sklearn.svm.SVC.html}\]
 машинное обучение, метод которого позволяет эвристика работает на основе алгоритмов сегментации, используя в качестве входных данных выходной код, который не был ранее обнаружен системой. Более того, если код может быть модифицирован таким образом, чтобы он не был идентифицирован системой, мы можем использовать машинное обучение для создания нового варианта кода, который будет идентифицирован системой.

Ваш исследовательский проект строился на применении различных алгоритмов машинного обучения, включая деревья решений Random Forest. Эти методы были выбраны потому, что они обеспечивают высокую точность и эффективность при идентификации вредоносного кода.

Второй этап проекта включал в себя разработку алгоритма, который создает трансформацию входных данных, чтобы сделать код не обнаруживаемым системой. Этот алгоритм может быть использован для создания кода, который будет идентифицирован системой, но при этом не будет обнаружен системой.

В заключение, мы продемонстрировали, что использование алгоритмов машинного обучения может быть эффективным инструментом для борьбы с вредоносным кодом, и мы надеемся, что наша работа может быть использована для создания более эффективных систем защиты информации.
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