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Brief

The objective of this project was to apply SIFT-flow into 3D reconstruction. The SIFT-flow and scale propagation algorithms were integrated into an existing 3D reconstruction pipeline, provided by OpenMVG. Part of the SIFT-flow code was available in C++ and the rest had to be converted from Matlab, in order to be fitted in the pipeline and for better performance.

The 3D Reconstruction Pipeline

The pipeline is based on OpenMVG’s pipeline and includes the following modules:

1. Sparse matching – Matching all possible image pairs using SIFT descriptors on sparse keypoints.
2. Dense matching – Matching all possible image pairs using SIFT images.
   2.1. For each image pair find their scale maps using the matched sparse SIFT descriptor’s scales as seed.
   2.2. Calculate the SIFT images of each image pair using their scale maps.
   2.3. Do 2-sided SIFT-flow for every image pair and save pixel pairs that moved to each other as matches.
   2.4. Optionally filter matches from pixels that are in textureless regions.
   2.5. Apply geometric filtering. Using RANSAC on the matches of each image pair to find the corresponding Fundamental Matrix. A pair of matching points that is too far from the corresponding epipolar lines are than filtered out.
3. Incremental SfM – Calculate the camera’s 3D poses and the scene’s 3D point cloud from the image matches.
Dense Matching

Scale Maps
Given an image pair and sparse matches with scales between them, the objective is to find the best scale for each pixel in the images to improve the dense matching. For each image separately we use the given keypoint’s scale as seed to build a large sparse linear system. The relationship of each pixel with its neighbors is determined by the intensities of the pixels and a weight function, which can be either linear or exponential. The solution of the linear system is the image’s scale map.

SIFT Images
SIFT images are created from an input image by calculation a SIFT descriptor for each pixel. If scale maps are enabled than the scale for the SIFT descriptor will be taken from the image’s scale map, in that case the SIFT image must be calculated twice for each image pair. The orientations of the SIFT descriptors are always 0. The SIFT images for this project are allocated as one block of contiguous memory, this imposes limitation on the size of the input images.

SIFT-Flow
We used SIFT-flow with a course-to-fine matching scheme. First the SIFT image pyramids for both images had to be created by first applying a Gaussian filter and then rescaling each pyramid by 0.5 with Bicubic interpolation. Then for each pyramid level the actual SIFT-flow is calculated and propagated to the finer level. This procedure is then calculated both from the source image to the target image and from the target image to the source image.

The following images show the result on SIFT images with scale maps:
Textureless Regions

Textureless regions are areas in the image that contain little relevant information. When there are large textureless regions in the matched images, there will be a large amount of pixel matches that do not fit the geometric restrictions of the relative poses of the cameras.

The following figure shows an example of such situation. The yellow lines connect matched pixels between the images:

In order to avoid such situations, matched pixels in textureless regions must be filtered out before the geometric filtering. To detect only large textureless regions we use a sliding window on the image and calculate the average length of the gradients in it for every pixel. If the average length is under a certain threshold than the current pixel will be flagged as textureless.

The following figure shows an example of the detected textureless regions:

Pixels in white are textureless and the rest of the pixels are black.
Results

Sceaux Castle

11 images of 708 by 532:

Reconstruction:

<table>
<thead>
<tr>
<th></th>
<th>Front</th>
<th>Left</th>
<th>Right</th>
<th>Top</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dense</td>
<td>![Dense Image]</td>
<td>![Dense Image]</td>
<td>![Dense Image]</td>
<td>![Dense Image]</td>
</tr>
<tr>
<td>Dense + Scalemaps</td>
<td>![Dense + Scalemaps Image]</td>
<td>![Dense + Scalemaps Image]</td>
<td>![Dense + Scalemaps Image]</td>
<td>![Dense + Scalemaps Image]</td>
</tr>
</tbody>
</table>
Kermit

11 images of 640 by 480:

Reconstruction:

<table>
<thead>
<tr>
<th></th>
<th>Front</th>
<th>Left</th>
<th>Right</th>
<th>Top</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sparse</td>
<td><img src="image" alt="Sparse Front" /></td>
<td><img src="image" alt="Sparse Left" /></td>
<td><img src="image" alt="Sparse Right" /></td>
<td><img src="image" alt="Sparse Top" /></td>
</tr>
<tr>
<td>Dense</td>
<td><img src="image" alt="Dense Front" /></td>
<td><img src="image" alt="Dense Left" /></td>
<td><img src="image" alt="Dense Right" /></td>
<td><img src="image" alt="Dense Top" /></td>
</tr>
<tr>
<td>Dense + Scalemaps</td>
<td><img src="image" alt="Dense + Scalemaps Front" /></td>
<td><img src="image" alt="Dense + Scalemaps Left" /></td>
<td><img src="image" alt="Dense + Scalemaps Right" /></td>
<td><img src="image" alt="Dense + Scalemaps Top" /></td>
</tr>
</tbody>
</table>
Grizzly Bear

13 images of 640 by 480. The images were taken by a regular mobile phone’s camera:

Reconstruction:

<table>
<thead>
<tr>
<th></th>
<th>Front</th>
<th>Left</th>
<th>Right</th>
<th>Top</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sparse</td>
<td><img src="image" alt="Sparse Front" /></td>
<td><img src="image" alt="Sparse Left" /></td>
<td><img src="image" alt="Sparse Right" /></td>
<td><img src="image" alt="Sparse Top" /></td>
</tr>
<tr>
<td>Dense</td>
<td><img src="image" alt="Dense Front" /></td>
<td><img src="image" alt="Dense Left" /></td>
<td><img src="image" alt="Dense Right" /></td>
<td><img src="image" alt="Dense Top" /></td>
</tr>
<tr>
<td>Dense + Scalemaps</td>
<td><img src="image" alt="Dense + Scalemaps Front" /></td>
<td><img src="image" alt="Dense + Scalemaps Left" /></td>
<td><img src="image" alt="Dense + Scalemaps Right" /></td>
<td><img src="image" alt="Dense + Scalemaps Top" /></td>
</tr>
</tbody>
</table>
Timing

All the experiments were executed on the same hardware which includes:

- Intel Core i7 5820K overclocked to 4.0Ghz.
- 4x4GB DDR4 2400Mhz
- 1TB SSD
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