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Abstract 

I will describe an attempt to formalize when and why deep learning works. It is based on the 

hypothesis that deep learning is efficient in learning data from ``generative hierarchal 

models". I will introduce a family of such models and show an information theoretical 

separation between deep and shallow algorithms in learning such models.  

 


